
Data Center Handbook
Quick-Compare Data Center Checklist (10 Key Points):

Digital Infrastructure Backbone: Data centers are secure facilities housing servers and networking
gear that power virtually all digital services – from cloud apps to streaming and banking – by
providing reliable power, cooling, security, and connectivity for IT equipment (U.S. Chamber, 2017). 
Types & Scale: They range from hyperscale cloud campuses (tens or hundreds of MW serving one
big tech tenant) to wholesale and retail colocation sites (multi-tenant facilities leasing out space/
power to many customers) down to enterprise on-premise server rooms and tiny edge data centers
(micro-sites <1 MW located close to end-users). A hyperscale campus can exceed 50–100 MW IT load,
whereas an edge site might be a single rack <50 kW – orders of magnitude difference in capacity
(JLL, 2023). 
Lifecycle Phases: Building a data center involves site selection (power/fiber access, low disaster
risk, favorable incentives), securing entitlements (zoning, utility agreements, permits), robust 
design & engineering (meeting target capacity and Tier uptime level), fast-track construction
(often modular, 12–24 month build), thorough commissioning tests (simulating power failures to
verify backup systems), and then continuous 24/7 operations with preventive maintenance,
monitoring, and security in place. 
Power Infrastructure: Data centers consume massive power (a large site may demand 20–100 MW,
akin to a town) and use redundant architectures to ensure uptime. Capacity is measured in 
megawatts (MW) at facility scale and kilowatts (kW) per rack. Redundancy topologies like N+1 (one
backup module for any failure) and 2N (full duplication of systems) are common to guarantee “five-
nines” (99.999%) availability in critical facilities. Uninterruptible Power Supplies (UPS) with battery
banks (now shifting from VRLA to lithium-ion) bridge the gap until diesel generators kick on during
an outage. 
Cooling Systems: Cooling is as crucial as power – servers produce intense heat concentrated in
racks. Most data centers use air cooling via CRAC/CRAH units (computer room AC/air handlers) that
blow cold air to servers and chill water or use refrigerant to remove heat. To improve efficiency,
facilities employ economization (using outside cool air or water-side cooling when climate allows)
and adiabatic/evaporative cooling (evaporating water to pre-cool air). In high-density scenarios
(>20–30 kW/rack, common with AI hardware), liquid cooling (direct-to-chip cold plates, rear-door
heat exchangers, or immersion tanks) is emerging to dissipate heat more effectively. 
Connectivity & Network: A data center’s value is amplified by its network interconnection. Most
colocation sites feature one or more Meet-Me Rooms (MMRs) where carriers and customers cross-
connect. Facilities in network-dense locations (e.g. major carrier hotels like 60 Hudson NYC or One
Wilshire LA) allow direct cross-connects to dozens of providers, enabling low-latency links and
reducing bandwidth costs. Many data centers host Internet Exchange (IX) platforms for traffic
peering and cloud on-ramps (private direct links into AWS, Azure, etc.), making them hubs of
connectivity. Diverse fiber paths into the building and dual entry points are standard to protect
against cable cuts. 
Reliability & Uptime: Mission-critical data centers are built to Uptime Tier III or IV standards,
meaning they can tolerate at least one component failure without downtime (Tier III: N+1 
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concurrently maintainable, Tier IV: 2N fault-tolerant). They often promise service level
agreements (SLAs) of 99.99% or 99.999% uptime per year, backed by rigorous maintenance
processes and monitoring. Operations follow strict protocols (e.g. change management, incident
response) and are audited under frameworks like ISO 27001 (information security) and SOC 2
(security and availability controls) to ensure best practices. Safety systems are also paramount:
advanced fire detection (VESDA smoke sampling) and fire suppression (gas agents or pre-action
sprinklers) protect equipment without damaging it. 
Major Market Hubs: Data center capacity is concentrated in key regions. Northern Virginia (IAD/
Ashburn) is the world’s largest hub with ~2.9 GW and growing, thanks to cheap power, fiber density,
and tax breaks. Other top U.S. markets include Dallas/Fort Worth, Phoenix, Silicon Valley (SJC), 
Chicago, Atlanta, Seattle & Portland, plus emerging hubs like Austin/San Antonio and Richmond.
These locations offer a favorable mix of robust power infrastructure, many network carriers, low
natural hazard risk, available land, and often incentives (e.g. sales tax exemptions on data center
equipment). Proximity to end-users matters too – e.g. serving Southeast traffic from Atlanta reduces
latency vs. Ashburn. 
Trends 2020–2025: The data center industry is in a rapid growth phase but faces new challenges. 
Demand surge from AI and cloud is pushing power densities to unprecedented levels – however,
surveys show average racks are still ~7 kW, far below projections of 20 kW+, indicating a gap
between hype and typical reality (Uptime, 2024). Energy efficiency gains have plateaued (global
average PUE stuck ~1.55), so operators are exploring innovations to break through this flatline. 
Liquid cooling deployments are slowly rising (fewer than half of operators use any yet), anticipated
to grow as high-density computing spreads (Uptime, 2024). Sustainability is in focus: data centers are
investing in renewable power, water conservation (measured by WUE), and cleaner backup
solutions (experiments with natural gas and even hydrogen fuel cells in place of diesel gensets) to
reduce their environmental impact. At the same time, power grid constraints (e.g. in Virginia) are
prompting closer utility collaboration and creative solutions like on-site energy storage (DOE, 2024)
to ensure the industry’s growth can be powered responsibly.

What Is a Data Center and Why Does It Exist?

A  data center is  a  facility  that  houses  large amounts  of  IT  equipment  (servers,  storage systems,  and
network devices) which store, process, and distribute data for businesses and internet services. In essence,
it  is  the  physical  home  of  the  “cloud.”  Every  email  sent,  video  streamed,  or  online  transaction  made
ultimately runs through servers in one or more data centers.  These facilities exist to provide a  secure,
reliable, and continuous operating environment for IT hardware. They supply conditioned power (with
backup in case of outages), cooling to keep equipment at safe temperatures, physical security to prevent
unauthorized access, and high-speed network connections to move data in and out. Without data centers,
modern digital services and communications would not be possible.

Data centers deliver value by ensuring that critical IT systems run 24/7 with minimal downtime. Even a few
minutes of outage can mean millions in losses for an e-commerce platform or bank. Thus, data centers are
engineered with redundant systems and emergency backups to achieve continuous uptime. They also allow
organizations to  consolidate IT  infrastructure in  one location (or  a  few strategically  placed locations)
rather  than  stuffing servers  in  each  office  closet,  which  would  be  inefficient  and  hard  to  manage.  By
centralizing computing in specialized facilities, businesses and cloud providers can optimize operations at
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scale – power and cooling can be delivered more efficiently, networks can be interconnected, and security
can be uniformly enforced.

Who uses data centers? In a broad sense,  every industry now relies on them. There are two primary
ownership models: enterprise data centers (owned and operated by a single company for its own internal
use) and third-party data centers that offer services to others. On the third-party side, the largest category
is  colocation and cloud providers – companies like Equinix, Digital Realty, Amazon Web Services (AWS),
Microsoft Azure, etc., that host infrastructure or rent capacity to customers. An enterprise (say a bank or a
hospital)  might either build a private data center for its exclusive use or lease space from a colocation
provider or use cloud services (which ultimately run in the cloud provider’s data centers). In practice, many
organizations use a mix – keeping some sensitive systems in their own facilities while outsourcing other
workloads to colocation or cloud providers. This hybrid approach provides flexibility and scalability.

The data center value chain involves various players: the owners/operators who build and maintain the
facility; the tenants or customers who put their IT gear in it; and a host of suppliers and service providers
(ranging  from power  and  cooling  equipment  vendors  to  network  carriers  and  construction  firms).  For
example,  a  large retail  company might  lease racks  in  a  colocation data center  to  host  its  e-commerce
servers.  The data center operator ensures the space has power,  cooling, security,  and connectivity.  The
retailer  manages  the  servers  and  applications,  but  relies  on  the  facility  for  uptime  and  performance.
Meanwhile, network carriers connect that data center to the wider internet or private networks so that end-
users can reach the retailer’s services.

In summary, data centers exist because of the  critical need for reliable, continuous computing in our
economy. They concentrate expensive infrastructure and expertise into specialized hubs that can deliver
compute/storage/network services at scale and with high efficiency. As digital services have proliferated,
data  centers  (whether  a  private  corporate  server  farm  or  a  massive  cloud  campus)  have  become
indispensable infrastructure – often likened to the factories of the Information Age, where the product is
information.

Typology and Use-Cases of Data Centers

Not all data centers are alike – they vary widely in scale, ownership, and use-case. Key categories include:

Hyperscale Data Centers

These are extremely large facilities (often 10 MW up to 100+ MW of IT load) operated by the major cloud
and tech companies for their  own services.  Hyperscale sites are the engine of companies like  Amazon
(AWS),  Google,  Microsoft,  Meta  (Facebook),  Apple,  etc.  A  single  hyperscale  campus  may  consist  of
multiple huge buildings, each housing tens of thousands of servers. The design is focused on maximum
efficiency and uniformity at scale. For example, an AWS region might have 2 or 3 availability zones, each
zone corresponding to a massive data center or cluster of data center buildings. Hyperscalers often design
their own server hardware and cooling systems to optimize performance and cost (Google and Meta are
famous for custom server designs via the Open Compute Project). 

Hyperscale facilities may be  self-owned (built  and operated by the cloud company on its  own land) or
sometimes  leased wholesale from developers  (build-to-suit  leases  where  a  provider  like  Digital  Realty
constructs a dedicated facility for the hyperscaler). In either case, the facility is typically dedicated to one
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user  –  the  cloud  operator  –  rather  than  multiple  independent  tenants.  Hyperscalers  deploy  these  in
strategic locations worldwide to support their global cloud platforms (for instance, Microsoft Azure “US
East” region is served by huge data centers in Virginia). Efficiency is paramount: hyperscale data centers
often achieve very low PUE (power usage effectiveness ~1.1–1.3) by using innovative cooling and by running
near full capacity. They also trade off some redundancy in infrastructure in favor of software resiliency
– i.e. they might not build to Tier IV 2N standards, instead accepting that if one data center goes down,
workloads fail over to another. This means hyperscale facilities may use N+1 redundancy instead of 2N,
relying  on  distributed  algorithms  to  keep  services  running  across  multiple  sites.  The  scale  at  play  is
enormous – whereas an enterprise might add tens of servers a year, hyperscalers add tens of thousands. 

Use  case: Supporting  major  cloud  services  (compute,  storage,  AI  processing,  social  media  platforms).
Hyperscale  data  centers  underpin  services  like  Office  365,  YouTube,  Instagram,  etc.  They  are  typically
located in areas with ample cheap power and land. E.g. Google’s 250 MW campus in Iowa or Meta’s 150
MW in Utah. These are effectively giant “server factories” optimized for cost per compute unit, and highly
automated (a single technician can manage thousands of servers using software tools).

Wholesale Colocation Data Centers

Wholesale  colocation  (colo)  facilities  are  large  multi-tenant  data  centers  where  each  tenant  leases  a
substantial amount of space/power (often in multi-megawatt chunks or whole dedicated halls). Providers
in this category include the likes of Digital Realty, QTS, CyrusOne, Vantage, Aligned, and others. The term
“wholesale” refers to the scale of each lease – customers are leasing large footprints (for example, 500 kW,
1 MW, 5 MW, etc.) typically on multi-year contracts. Often the tenant might occupy an entire secure suite
or a custom-built hall within the larger facility. The colo operator provides the core infrastructure (power
systems, cooling, physical security, fiber connectivity), while the tenant brings in and manages their own IT
equipment racks. 

Wholesale  colo  is  popular  with  large  enterprises  and  cloud  providers that  need  significant  capacity
quickly without building a facility  themselves.  For instance,  a SaaS company experiencing rapid growth
might lease 2 MW in a wholesale colo to expand their footprint. Some hyperscalers also lease wholesale
space in markets where they want capacity faster – e.g. an AWS might lease 10 MW from a colo in a city
rather than wait to build their own, especially for secondary or edge regions. 

Wholesale deals often allow more customer customization: the tenant might be able to have say in the
room layout, or even have a dedicated  meet-me area for their connectivity. The pricing model is usually
based  on  reserved  power  (e.g.  $/kW/month)  with  the  customer  paying  for  their  actual  energy  usage
separately.  Because wholesale  tenants  are  big  and savvy,  they negotiate  detailed SLAs and sometimes
design specifics. For the provider, wholesale customers are fewer but larger – each tenant might be 1–2
clients taking up an entire data hall each, rather than hundreds of small racks.

Use case: A large retail company needing a primary data center, or a regional bank migrating from an old
on-prem facility into a third-party one. Cloud providers also use wholesale colos to extend their capacity
(Equinix and Digital  Realty have “hyperscale suites” products for this).  It  provides the customer a quick
deployment and OPEX model  (leasing)  instead of  heavy CAPEX to build,  while  still  essentially  getting a
private data center environment. 
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Retail Colocation Data Centers

“Retail”  colocation  refers  to  multi-tenant  data  centers  that  host  many  smaller  customers,  sometimes
hundreds in one facility. Providers known for retail colo include  Equinix, CoreSite, Telehouse, TierPoint,
and many others globally. Clients can rent as little as a single  rack or a few racks, up to small cages or
suites.  Power allocations are typically  from sub-5 kW up to a  few hundred kW per  customer.  The colo
provider supplies a  turnkey environment: redundant power feeds to each rack, cooling, fire protection,
physical security, and on-site remote hands support. 

Retail colo is often sold on shorter contracts (e.g. 1–3 years) and priced per rack cabinet or per kW. For
example, a customer might pay for a “5 kW cabinet” – meaning they get a locking cabinet and up to 5 kW of
power provisioned to it, on a monthly rate, plus fees for any  cross-connects (cables to other networks or
customers). The hallmark of retail colo facilities is the rich  interconnection ecosystem: since they house
many  organizations  side  by  side,  they  become  hubs  where  companies  connect  directly  to  partners,
providers,  and  carriers  in  the  same  building.  An  enterprise  might  colocate  in  an  Equinix  data  center
primarily to gain fast access to cloud providers and telecom carriers available there. Equinix in particular
has  turned  its  data  centers  into  marketplaces  where  hundreds  of  networks  and  IT  service  providers
interconnect.

Retail colocation is ideal for businesses that need a reliable data center environment but don’t need (or
can’t afford) an entire building. They can start small (even 1–2 servers) and grow as needed. The provider
takes care of the heavy lifting of facility operations. According to industry estimates, the majority of total
colocation customers (by count) fall into this retail category – it’s very common for small and mid-size firms
and international companies entering new markets.

Use case: A mid-sized software company has outgrown its closet server room – it can lease a rack in a Tier III
colo to get high uptime and connectivity options. Or a content delivery network places cache servers in
dozens of retail colos worldwide to be closer to users. Retail colos also serve as the “meet-me” hubs for
internet  exchanges  and  cloud  on-ramps,  so  even  large  enterprises  might  rent  a  cage  in  one  just  to
interconnect networks.

Enterprise Data Centers

Enterprise data centers are facilities built and operated by companies for their  own exclusive use.  This
ranges from small server rooms in an office to large Tier III corporate data centers. Historically, before the
rise of cloud and colo, most mid-to-large companies maintained their own data centers for applications like
email,  ERPs,  customer  databases,  etc.  These  sites  are  tailored  to  the  organization’s  specific  needs:  for
example,  a  bank’s  private  data  center  might  have  extra  redundancy,  physical  vault-like  security,  and
compliance certifications to meet regulatory demands.

Enterprise data centers can vary widely in size – a global enterprise might have a 10 MW primary data
center and a second for disaster recovery; a regional firm might have a 500 kW facility in its headquarters.
Many enterprise DCs are on-premises (within company owned buildings or campuses) and serve mission-
critical internal systems.  The enterprise has full  control over design, operations, and access. They can
implement custom architectures or security protocols beyond what a standard colo might offer. 
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However,  the trend over the past decade has been  away from building new enterprise data centers
except when absolutely necessary. The cost, complexity, and need for rapid scaling have driven companies
to use cloud and colocation alternatives. Many enterprises have closed or consolidated their own facilities,
shifting to hybrid models. That said, a significant base of enterprise DCs still exists (especially older ones),
and certain sectors (finance, government, defense) continue to build private data centers for reasons of
control, data sovereignty, or legacy systems that are hard to move.

Use case: A government agency might maintain its own data center for sensitive systems that cannot go to
third-party sites (for example,  intelligence or defense computing where data must stay on government
property). A healthcare company might have a private data center that links directly to its hospitals and
stores patient records with strict privacy controls. In these cases, the enterprise DC is often integrated into
corporate campuses or specialized bunkers. They typically aim for high reliability (Tier III/IV) because there
isn’t the cloud’s geographic redundancy safety net – if it’s the only data center for the company, it must not
fail.

Edge and Micro Data Centers

Edge data centers are small footprint facilities (from a single rack up to perhaps a few hundred kW) located
closer to end-users or devices in order to reduce network latency and congestion. Rather than one big
central site serving an entire country, edge sites are distributed in secondary cities, at telecom sites, or even
on customer premises. They bring computation and content storage closer to where data is generated or
needed – important for real-time applications. For instance, a mobile carrier might place micro-data centers
at cell tower base stations to process 5G data locally, or a content provider might have mini data centers in
many cities to cache videos for local broadband networks.

Micro data centers can be as small as a ruggedized cabinet with its own self-contained cooling and power
(some are prefab units that can be dropped in place). They often support IoT, 5G, CDN (content delivery),
or  specialty  workloads  like  autonomous  vehicle  infrastructure  or  smart  city  sensors.  The  key  driver  is
latency: each ~1000 km of distance adds ~5–10 ms of latency one-way on fiber. That’s tolerable for general
web browsing but too slow for some interactive or industrial applications. By processing data regionally or
locally,  edge DCs avoid  backhaul  to  a  distant  core  data  center,  enabling faster  response and reducing
bandwidth costs.

These sites usually have lower power (few kW to a few hundred kW) and may not have the multi-layer
redundancy of big data centers – often they rely on >=N+1 but not full  2N systems, and are managed
remotely (lights-out operation). They can be located in unconventional spots: e.g. in base of cell towers,
inside telecom central  offices,  at  cable  company headends,  or  in  modular  enclosures  on premises  like
factories.

Use  case: A  streaming  service  deploys  caching  servers in  micro  data  centers  across  ISP  networks
nationwide so that popular content is served locally (a content delivery network node). Or a factory might
have an on-site  edge data  center  to  run AI  analytics  on sensor  data  with  ultra-low latency,  instead of
sending everything to the cloud. Telecoms might partner with edge data center startups (like EdgeConneX,
which started building in second-tier markets) to support new 5G applications that need sub-10ms latency.
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Cloud Regions, Availability Zones, and On-Premises vs. Colo

It’s worth noting how cloud provider infrastructure maps onto these types. A cloud provider’s deployment
in a given geography is called a  Region, which usually consists of multiple large data center sites. Each
major site within a region is often an Availability Zone (AZ) – one or more data centers with independent
power/cooling/network, isolated from other AZs to prevent a single failure affecting all zones. For example,
AWS  us-east-1 region (Northern Virginia) has at least 6 AZs, each AZ corresponding to a cluster of data
centers in different towns around Ashburn. These are essentially hyperscale data centers, whether self-built
or  leased,  but  the cloud terminology (region/zone)  is  used instead of  “data  center”  in  customer-facing
contexts.

On the spectrum of on-prem vs. colo vs. cloud:
- On-Premises Enterprise DC: Maximum control, but capital-intensive and potentially underutilized. Company
handles everything (facilities and IT).
-  Colocation: Middle ground – company controls its IT, but data center facility is provided as a service by a
vendor.  Less CAPEX for the company and access to better infrastructure and connectivity.  However,  still
responsible for owning/maintaining the servers.
-  Cloud: The company outsources not just the data center facility but also the servers and operations on
them,  to  a  provider  like  AWS/Azure.  Minimal  infrastructure  management  by  the  company;  extremely
scalable. But ongoing costs can be higher at scale, and control is traded for convenience.

Many enterprises adopt a hybrid approach – keep some critical or stable workloads on their own hardware
(either in on-prem DCs or colocation) and use cloud for bursty or new workloads. This can optimize cost and
performance while still leveraging cloud flexibility. The existence of high-quality colocation options has also
allowed enterprises to shut down older on-prem DCs and relocate to multi-tenant facilities where they can
directly connect to clouds (via on-ramps) and network providers.

Typical densities and capacity: Data centers are often described by their power density (kW per rack or
per square foot) and total  capacity. Legacy enterprise data centers might have low density – e.g. 3–5 kW
per rack – because they were built in an era of lower power servers or with plenty of slack space. Modern
colos and cloud sites design for higher densities: today an average rack is about 7–9 kW in many facilities (a
few servers running AI might push some racks higher). Hyperscale cloud operators often balance their rack
densities around 5–15 kW; they could go higher, but keeping density moderate allows easier cooling with air
and avoids  hotspots.  Meanwhile,  some specialized  HPC deployments  now routinely  hit  20–30  kW/rack,
which is  driving interest  in liquid cooling.  Data hall  floor space might be quoted in square feet  (e.g.  a
100,000 sq ft “white space” floor), but power in MW is a more directly comparable metric of data center size.

Lease  models  vary:  wholesale  tenants  pay  for  reserved  power  capacity mostly,  whereas  retail  colo
customers might pay per cabinet or per circuit.  In cloud, customers pay per VM or per usage hour – a
completely abstracted model. Each approach has its trade-offs in cost transparency and scalability.

Below is a quick comparison of the key data center types:

7



Type
Typical Scale (IT
Load)

Primary Users & Characteristics

Hyperscale
10–100+ MW
(massive campus)

Single-tenant (cloud or tech giant). Highly standardized, ultra-
efficient design. Moderate infrastructure redundancy (N+1,
software resilience). Supports global cloud services at lowest cost
per compute.

Wholesale
Colo

~1–20 MW (large
multi-tenant)

Few tenants each with large suites (e.g. 1–5 MW each). Provider
manages facility, tenants manage their IT. Customizable space,
typically Tier III, with competitive $/kW pricing for long terms.
Used by big enterprises & clouds needing quick expansion.

Retail Colo

<1 kW up to few
hundred kW per
tenant (shared
facility)

Dozens to hundreds of customers. Turnkey environment (racks/
cages). Rich interconnection with many carriers and cloud on-
ramps on-site. Shorter contracts and smaller increments (by rack
or kW). Used by SMEs, network PoPs, and as neutral meeting
hubs.

Enterprise
Varies: small
server room up to
10+ MW (private)

Single organization owned. Tailored to internal needs (often
legacy apps or sensitive data). Full control over operations and
security. Higher cost structure unless at large scale. Still common
in finance, gov’t, etc., but many enterprises migrating away to
colo/cloud.

Edge/Micro
1–500 kW (very
small or modular)

Distributed sites in many locations. Often unmanned, remotely
managed. Lower latency to users/devices; supports IoT, 5G, CDN.
Simpler infrastructure (some use prefabricated units). Typically N
or N+1 redundancy. Used by telecoms, CDNs, or on-prem
industrial setups.

Facility Lifecycle: From Site Selection to Operations

Building  and  operating  a  data  center  is  a  complex,  multi-stage  process.  The  typical  lifecycle  includes:
planning & site selection,  entitlements (approvals and utility agreements),  design & construction, 
commissioning, and finally operations. We’ll walk through each phase:

Site Selection and Power/Fiber Planning

Choosing the right location is critical and often the first major decision. Data centers need sites that can
support the facility’s power, connectivity, cooling, and security needs for decades. Key factors include:

Power Availability: Access to sufficient electrical power is usually the #1 factor. A prospective site
must either have a robust power grid connection nearby or the ability for the utility to deliver the
required megawatts. Large data centers may require tens of MW; being near high-voltage 
substations or transmission lines is ideal. Early in site evaluation, operators will talk to the local
electric utility to gauge how much load can be served and on what timeline. Regions with lower
electricity costs (e.g. areas with cheap wholesale power or industrial rates) are attractive, since

• 

8



energy cost dominates OpEx. Increasingly, the source of power (availability of renewables like wind,
solar, hydro) is considered, as companies have sustainability goals – sites in regions with cleaner
grids or options to procure green power get a boost. 
Fiber Connectivity: A data center without good network connectivity is a non-starter. Ideal sites are
close to fiber optic trunk lines and have presence of multiple telecom carriers. Proximity to an 
Internet exchange point or major carrier hotel can significantly enhance a site’s value. During site
selection, companies will survey which fiber routes run nearby and whether they can get diverse
paths. If a site is farther afield, part of the project might involve trenching fiber or microwave links to
connect it. Carrier diversity (having at least 2–3 independent fiber providers) is sought to ensure
redundancy. 
Geography & Climate: Avoiding natural hazards is a must for mission-critical facilities. Ideal sites
have low risk of earthquakes, floods, hurricanes, tornadoes, wildfires, etc.. For example,
Northern Virginia’s seismic risk is very low and it’s inland from hurricanes – one reason Ashburn
became huge. Conversely, in California (high seismic area) data centers must be hardened and have
special engineering. Climate matters for cooling efficiency: cooler climates or places with low
humidity can use free cooling more often, improving PUE. Extremely hot/humid climates mean
chillers or water usage will be higher. (That doesn’t rule them out – Phoenix, for instance, is hot but
dry, and data centers there use evaporative cooling effectively.) Some operators avoid high altitude
locations because thinner air affects cooling performance. Overall, climate is weighed in terms of
impact on design (cooling plant size, water needs) and operating cost. 
Land & Expandability: Data centers need a good parcel of land – not just for the initial build but for
potential future expansion. Many projects start with one building and later add more on the same
campus. Having additional acreage for more data halls, electrical equipment yards, or tank farms is
valuable. The land must also physically support a heavy building and possibly backup generators
and chillers – so geotechnical factors (soil stability, water table height) are checked. A parcel should
ideally be flat, solid ground, outside floodplains (100-year flood zone). Urban vs. rural is a trade-off:
urban sites offer proximity to dense fiber and customers but have higher costs and space
constraints, while rural sites offer cheap land and power but require building out connectivity. 

Incentives & Entitlements: Many state and local governments offer tax incentives for data center
projects, such as sales tax exemptions on equipment (which can save tens of millions) or property
tax breaks.  For example,  Virginia,  Arizona,  Oregon, Georgia and others have attractive packages
(Virginia’s data center tax exemptions saved operators ~$750M in 2023 alone). A site in a region with
such incentives can dramatically lower TCO. The flip side: local permitting requirements must be
navigated.  Entitlements refers to securing all the permissions and permits to build and operate –
zoning  approvals,  environmental  impact  assessments,  building  permits,  as  well  as  utility
interconnection agreements (for power) and possibly water use permits. Some jurisdictions have
streamlined processes or “fast track” programs for data centers because they want the investment
(Loudoun County, VA is famous for its one-stop permitting help for data centers).  Others can be
slower or more restrictive (e.g. requiring noise abatement for generators or limits on water use). Site
selection must account for how difficult the approval process will be and how the community will
perceive  the  project  (data  centers  bring  jobs/investment  but  also  use  resources  like  power  and
water). 

Security & Proximity Concerns: A suitable site should allow creating a secure perimeter (setbacks,
fencing). It also shouldn’t be immediately adjacent to hazards – e.g. not too close to a chemical plant
or in the approach path of an airport (fuel dumping risk). Some operators prefer somewhat remote
sites (industrial parks on outskirts) for buffer and to avoid NIMBY issues (data centers can be noisy
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due to cooling equipment). However, other operators successfully build multi-story data centers in
city centers (with soundproofing and less conspicuous design). The decision depends on the use-
case: if latency to a financial exchange is critical, being in a city might trump other factors.

Summary: The best sites hit the sweet spot of abundant power, robust fiber, low risk, business-friendly
environment,  and  room to grow.  For example, an ideal scenario is a pre-zoned industrial  land near a
substation with 100 MW capacity, multiple long-haul fiber routes along the highway, in a state that offers
tax exemptions, and in a cool climate – if you find that, you’ve struck gold for a data center campus. In
practice, trade-offs are made; e.g. Phoenix has cheap power and land but a hot climate (solved with water
cooling and night economizer strategies), Silicon Valley has superb fiber and tech ecosystem but expensive
power and earthquake risk (operators mitigate with advanced engineering and costs passed to clients). The
site selection phase can take many months of  research and negotiation,  but it  sets the foundation for
success.

Design & Construction

Once a site is secured, the project moves into detailed design and then construction. 

Design Phase: Specialized architects and engineers (often firms focusing on mission-critical design) create
the data center facility plans. Key considerations include the target Tier level (which dictates redundancy),
the total capacity (MW of IT load), and any specific customer requirements (e.g. some tenants might need a
custom private suite or extra security layer). 

Phased Capacity: Most large data centers are designed to be built in phases or modules. For
instance, if ultimate capacity is 30 MW, the design might split it into three modules of 10 MW each.
The initial build-out might just equip the first module (10 MW) with room to add the others later
when demand comes. Even within one building, they might not fill the entire hall with equipment on
day one – it could be fitted with say 1 MW of IT load and later they’ll populate more racks up to the
full capacity. This modular approach aligns capital expenditure with actual growth and avoids
stranding expensive equipment underutilized. The design must accommodate these future
expansions seamlessly (e.g. stub-outs for future electrical gear, space for extra chillers, etc.).
Floor Plan & Layout: A data center typically has distinct functional areas: the white space (the
server room(s) where customer racks go, often on raised floor or slab), electrical rooms (for
switchgear, UPS systems, battery cabinets), mechanical plant (chillers, pumps, CRAH units, cooling
towers), and ancillary spaces (offices, control room, storage, staging areas). Designers optimize the
layout for efficient airflow and power distribution. For example, electrical rooms may be adjacent to
the data halls to shorten cable runs, and mechanical equipment might be on a mezzanine or outside
yard. Hot aisle/cold aisle containment strategies are incorporated in design to isolate hot exhaust
air from mixing with cold intake, improving cooling efficiency. Physical robustness is also a design
factor – e.g. hardened walls if in hurricane zones, seismic bracing if in quake regions, etc. Fire
suppression and detection systems are laid out (very early smoke detectors, overhead gas release
nozzles, etc.). All these must comply with codes (like NFPA 75 for protection of IT equipment,
electrical codes like NEC/NFPA 70).
Redundancy Architecture: The design will specify the redundancy of each critical system: power
path A and B, number of backup generators and UPS modules, cooling units in N+1, etc. For
example, a Tier III design might have one UPS room with 4 modules where 3 can carry full load (N+1)
and dual power distribution paths to each rack (so any one UPS or path can be taken down without
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outage). Tier IV would double that – two independent UPS systems (2N) plus each in N+1 internally.
These choices impact cost and space (2N requires roughly twice the equipment of N). Often, certain
subsystems might be shared N+1 while others are 2N, depending on budget – e.g. generators might
be N+1 while UPS is 2N; or vice versa. The design team balances reliability vs. cost and works within
the Tier standard if aiming for certification.
Standards and Certifications: Many enterprise projects aim to meet Uptime Institute Tier
certifications or the TIA-942 standard (which defines Rated-1 through 4 similarly to Tiers). Also, if
customers demand it, the design may need to accommodate things like LEED certification (for
green building) or specific security standards (like FedRAMP requirements, which might mean
certain physical security features). Those considerations are baked into design – for instance, extra
space for future solar panels (sustainability) or thicker walls around the generator yard (sound
attenuation to meet noise ordinances). 

Construction Phase: Building a data center is typically a fast-track project – time to market is crucial (each
month a data center  is  not  live  is  lost  revenue/opportunity).  Projects  often use  modular construction
techniques to speed up work. For example, electrical skids: instead of assembling switchboards and UPSs
on site  piece  by  piece,  the  vendor  might  deliver  a  pre-integrated “power  skid”  with  UPS modules  and
switchgear pre-wired. Likewise, prefab cooling modules or prefabricated data hall pods can be deployed.
This reduces on-site construction time and improves quality through factory assembly.

A specialized  general contractor (GC) usually leads the build,  often one experienced in mission-critical
facilities. They coordinate trades: electricians installing bus ducts and generators, mechanical contractors
setting up chillers/pipes/CRAH units,  controls technicians programming the BMS (building management
system), etc. Quality control is extremely important – e.g. making sure every busway connection is torqued
correctly  (loose electrical  connections  can cause failures),  or  that  piping is  cleaned and leak-free.  Data
centers also often involve  parallel  commissioning activities toward the end of  construction (see next
section).

Construction timelines can range from ~6–9 months for a small data center to 12–24 months for a large
greenfield campus first phase. If it’s a multi-building campus, sometimes buildings 2 and 3 might be in
construction  while  building   1  is  already  live  with  customers.  Many  data  centers  have  expansions  in
continuous cycle: “Phase 1” opens, then Phase 2 construction kicks off immediately if demand is there.

During  construction,  attention  is  paid  to  things  like:  proper  grounding  (huge  ground  grids  under  the
building to protect against lightning), fire-rated separations (e.g. making sure a fire in the generator room
can’t spread to the data hall easily), waterproofing (roofs, walls – water leaks are a big threat to IT gear), and
adequate clearance for maintenance (technicians need to be able to access all sides of equipment safely).

By the end of construction,  the facility  should be ready for powering up and testing all  systems as an
integrated whole – that’s where commissioning comes in.
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Commissioning, Testing, and Go-Live

Before any customers are put into a new data center, a rigorous commissioning process is carried out to
verify that all infrastructure works as designed under real conditions. Commissioning is typically done in
stages:

Factory Acceptance Tests (FAT): Major equipment like generators or chillers may be tested at the
factory before delivery. For instance, a generator might be run at full load at the manufacturer to
ensure it meets specs. This reduces surprises on site.
Site Installation Tests (SAT): Once equipment is installed, initial tests confirm each component’s
basic functionality on site. E.g., power up each UPS, do initial runs of generators (often called load
bank testing where large space heater devices simulate load on the generator), calibrate sensors,
etc.
Integrated Systems Test (IST): This is the full simulation of real-world failure scenarios with all
systems together – essentially a “battle test” of the facility. Commissioning agents will introduce
failures to see how the site responds. For example, they will cut off utility power to simulate a
blackout: the UPS should instantaneously hold up the load on battery and within a few seconds the
generators should start, come up to speed, and the Automatic Transfer Switches should switch over
to generator power. They’ll watch that as generators take load, cooling units (CRAH/CRACs)
automatically transition to generator-fed power and keep running, etc. They might also fail a UPS
module (to see if load transfers to remaining modules) or a CRAC unit (to see if temperature
remains stable with backup units). They test scenarios like “one utility feed fails, one generator fails
on start, but N+1 means the other gensets handle load” and confirm no impact to a dummy load
(often they place load banks or a resistive load to mimic servers).
Concurrent maintainability tests: For Tier III, they’ll simulate maintenance by shutting down an
entire power path (A-side) and ensure B-side carries everything without issues. Same with cooling –
e.g. turn off one chiller for maintenance, verify others keep up cooling.

Any  issues  found  in  IST  (e.g.  a  breaker  trips  unexpectedly,  or  a  generator  doesn’t  sync  properly)  are
corrected before go-live. It’s common to do a few rounds of testing until everything passes. Uptime Institute
if involved (for Tier Certification of Constructed Facility) will  witness some tests to certify the site meets
Tier III or IV standards.

Operational  Readiness: In  parallel,  the  operations  team is  prepared.  Staff  are  trained  on  the  site’s
equipment and procedures. Detailed SOPs (Standard Operating Procedures) and EOPs (Emergency Ops
Procedures) are written for various scenarios. For example, how to safely transfer load from one UPS to
another for  maintenance,  or  how to respond if  a  water  leak is  detected underfloor,  etc.  The team will
rehearse things like emergency power-off drills, incident communication plans, etc., so that when the site
goes live, everyone knows their role.

The operations tools are set up: a DCIM (Data Center Infrastructure Management) system or similar will be
configured to monitor all the critical parameters (power loads, temperatures, humidity, alarm notifications).
Often during commissioning, they fine-tune alarm thresholds and ensure sensors are properly integrated
into the monitoring systems.

Service Level Agreements (SLAs) are defined at this stage – e.g. the provider may commit contractually to
99.99%  power  uptime.  Internally,  they  define  SLIs/SLOs (service  level  indicators/objectives)  such  as
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acceptable temperature ranges in cold aisles, maximum time to repair a failed module, etc., which help
meet those SLAs.

When all testing is done and the team & facility are ready, the site can start  hosting live load. Typically
initial customers might be moved in gradually (especially if it’s the operator’s first use of some new tech,
they might do a slow ramp-up). But in many cases, the site may have anchor tenants ready and will ramp to
significant load quickly once commissioned.

Ongoing Operations

Once operational,  a  data  center  enters  a  steady-state  phase  that  can  last  10–30+  years  (with  periodic
upgrades). Key aspects of operations include:

Monitoring & Incident Response: Data center operators keep a close eye on infrastructure via
centralized monitoring (BMS/DCIM). Every critical component – UPS systems, PDUs, chillers,
generators, environment sensors – feeds into this system. Deviations (like a UPS in bypass mode or a
temperature spike in a rack) trigger alarms for operators to investigate. Staff are on-site 24/7 (at
least at large sites) to respond to alarms. There are protocols for different severity levels of alarms.
Preventive Maintenance: Like an aircraft, a data center’s critical systems undergo regular
maintenance to prevent failures. Generators are typically tested under load periodically (e.g. monthly
run tests for a few hours) and have fuel inspected/filtered. UPS batteries are monitored and often
undergo annual discharge tests; VRLA batteries get replaced every 4–5 years (unless using lithium-
ion which last longer). CRAC filters are replaced, chillers tuned up, etc. Maintenance is scheduled 
without customer impact, using the redundant components: e.g., to service one UPS, transfer load
to another UPS (Tier III concurrent maintenance), or to clean one cooling tower, ensure others
handle the load.
Change Management: Any work on critical systems follows strict procedures to avoid human-error-
induced outages. Most operators have a Change Management protocol – meaning any non-
emergency operation (like reconfiguring a breaker or updating firmware on a PDU) is planned,
reviewed, and done in maintenance windows. This reduces the chance of mistakes that could cause
downtime.
Security Operations: Facilities maintain tight physical security. Access is limited to authorized
personnel; badge systems and often biometrics control entry. Mantraps (a two-door entry where you
must pass one door, get authenticated, then pass the second) prevent tailgating. Security guards
monitor cameras and do rounds. Every visitor is logged and often escorted. This ensures the IT
equipment (which may belong to many different customers in a colo) is safe from tampering.
Capacity Management: Over time, operators manage the load and capacity – tracking how much
headroom is left in power and cooling. If a data hall starts nearing its limit, they might accelerate
adding another module (in a phased build). They also balance loads between redundant systems –
e.g. ensure A and B power paths are each loaded <50% so if one fails, the other can carry full load
(this is standard practice).
Customer Support: In colos, operational staff also provide “remote hands” services to customers –
e.g. replacing a failed server component or rebooting a machine on behalf of a client, since the
client’s IT team might be offsite. They also coordinate customer maintenance visits and ensure
customers follow protocols (like not exceeding their power allocation or not accidentally messing
with another’s cables).
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Continuous Improvement & Audits: Many data centers undergo regular audits for compliance
(SOC 2 reports annually, ISO 27001 surveillance audits, etc.). Operations teams keep detailed logs of
any incidents and perform root cause analysis on them. For instance, if a momentary power flicker
occurred that didn’t cause downtime but caused a UPS alarm, they’ll investigate and document it.
Lessons learned are used to improve procedures or equipment.

A  well-run  data  center  might  achieve  years  of  uninterrupted  uptime.  Industry  best  practices  and
standards  (like  ISO  27001  for  security,  ISO  50001  for  energy  management,  Uptime  Institute’s
Operational  Sustainability ratings)  provide  frameworks  to  ensure  reliability.  Ultimately,  the  goal  in
operations is risk management: anticipate and prevent issues, and when the unexpected happens (a utility
outage, equipment failure), respond swiftly such that customers never see an interruption.

Power Architecture of Data Centers

“Power is the lifeblood of a data center.” The power architecture describes how electricity is brought from
the utility source down to every server, including conversion, backup, and distribution components. Key
concepts  include  capacity  (how  much  power,  measured  in  kW  or  MW),  density  (power  per  rack),  and
redundancy (backup arrangements to handle failures).

Capacity and Density Basics

Data center electrical capacity is typically specified in  megawatts (MW) of critical IT load. For example, a
“10 MW data center” means it can supply 10 MW to IT equipment (servers) continuously – the facility’s total
draw from the utility will be higher due to cooling and losses, perhaps ~15 MW if PUE is 1.5. For perspective,
1 MW can power ~1000 average servers (depending on server specs). Hyperscale campuses can exceed 50–
100 MW of IT load each (equivalent to powering tens of thousands of homes). By contrast, an enterprise
server room might be hundreds of kW (0.1–0.5 MW). Edge micro-data centers might only be a few kW.

Within  a  facility,  power  density refers  to  how  much  power  is  used  per  unit  of  space  or  per  rack.
Traditionally, older data centers were designed for ~100 W/sq ft (floor space) or about 2–5 kW per rack. But
IT equipment has become more power-hungry and compact. Today, many modern data halls expect 150–
200 W/sq ft and rack densities  averaging around 6–8 kW, with some racks much higher.  Still,  average
densities have not skyrocketed as once predicted – a large 2024 survey found the  global average rack
density is ~7.1 kW, with over 60% of data centers running below 10 kW/rack and only ~16% of sites having
any racks over 20 kW. High-density racks (like 30 kW for AI rigs) exist but are outliers and require special
cooling (liquid, etc.), so many operators segregate those loads or spread them out.

Why do these numbers matter? Because both power delivery and cooling systems must be sized to handle
the  peak power draw in any rack and across the room. The distribution system (transformers, busbars,
circuit breakers) all have thermal limits based on kW. If a rack suddenly pulls 2× more power (say a workload
spike), the power chain and cooling must cope without tripping or overheating.

Data center designs thus specify an expected kW per rack and total racks. For example, a 1 MW data hall
might be laid out for ~200 racks at 5 kW each average (1 MW total) with the understanding some racks
could be 10 kW and some 3 kW, etc. If someone wanted to fill all 200 racks with 10 kW each (2 MW), that
would exceed design – so either they’re not allowed or the design must accommodate that possibility (this is
where liquid cooling or lower rack counts would come in).
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Over-provisioning vs. utilization: Data centers rarely run at 100% of design load – there is spare capacity
by design for redundancy and future growth. A facility might have the infrastructure for 10 MW but initially
only 5 MW of servers installed. The utilization usually ramps up over time as more IT equipment is added.

Redundancy Patterns and Power Paths

To ensure continuous power to critical loads, data centers use redundancy at various levels. Common power
redundancy topologies include:

N (No Redundancy): Just enough capacity for the load, no spares. E.g., one utility feed, one UPS, one
generator exactly the size needed. This is rarely used for critical systems because if anything fails,
load is lost. But small non-critical server rooms might be essentially N-only (if power fails, they go
down).
N+1: One extra unit beyond what is needed (the +1 is a spare). For example, if the peak IT load is
800 kW and supplied by two UPS modules (2×400 kW = N), an N+1 system would have a third 400 kW
UPS in parallel as a spare. So any one UPS can fail and the remaining two still support 800 kW.
Similarly, for generators: if the site needs 8 MW and uses four 2 MW generators (N), N+1 means a
fifth generator is on site. N+1 covers a single fault – any one component failure won’t cause
downtime. However, if two things fail at once (or if one fails during maintenance on another), it can
be an issue. Tier III aligns roughly with N+1 on all critical systems.
2N (aka N+N or Dual Path): Two completely independent sets of infrastructure each capable of
carrying the full load. This means if load is 800 kW, you have two UPS systems each rated 800 kW.
Under normal conditions, they might each carry 50% (400 kW each) but either one alone can supply
800 kW if the other fails. In practice, this usually involves an “A side” and “B side” electrical path all
the way to the servers. Each server has dual power supplies, one on A and one on B. 2N provides
redundancy for any single failure and also allows maintenance on one side without shutting load
(you put all load on B while servicing A, for example). The cost is roughly double the equipment, so
it’s expensive. Tier IV requires 2N topology.
2N+1: This is an extreme rarely implemented – essentially 2N with an extra spare on each side. It
might be conceptual (some say Tier IV effectively is 2N+1 because not only do you have dual paths,
but each path might have spares, e.g. two utility feeds + generators N+1 on each). This can tolerate
multiple failures, but the cost is very high for the marginal gain.
Distributed Redundancy (matrix systems): Not all redundancy is simply adding identical spares.
Some designs use a pool of modules where any one can cover any other’s failure via a sharing bus
(sometimes called “catcher” UPS or block redundant). For example, a system with 3N/2 or 4N/3 UPS:
if you have 3 UPS modules supporting 2 worth of load (3 modules, any 2 can carry the full load = 3N/
2). This is more efficient than 2N (less total extra capacity) but more complex. In general, 
combinations exist beyond the basic ones – each vendor might have a twist, like rotary UPS that can
connect in different ways, etc. The end goal is always to avoid a single point of failure taking out the
load.

Data centers also have redundancy in distribution paths. A typical Tier III power chain might have  dual
power paths from the UPS onward. This means each rack gets power from two independent UPS systems
and two sets of distribution panels (A and B feed). The rack’s dual-corded servers draw from both (or from
one with the other idle as backup). Tier IV extends the dual path further up – requiring even dual utility
feeds from separate substations ideally.  Indeed,  some Tier   IV  sites  have two utility  services  coming in
(though that’s not always possible; many Tier IV just rely on 2N generator with one utility).
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Fault  tolerance  vs.  concurrent  maintainability: Fault  tolerance  (no  outage  even  if  something  fails
unexpectedly) is the goal of Tier IV (2N). Concurrent maintainability (no outage for planned maintenance) is
Tier  III’s  promise –  which N+1 with dual  path gives you.  That means you can take one UPS offline for
planned service  and the other  UPS(s)  carry  the load,  etc.,  provided the  maintenance  is  one  at  a  time.  If
something else fails concurrently, Tier III could still have an issue. In practice, well-run Tier III sites have
minimal downtime – the difference to Tier IV is that Tier IV covers even multiple failures or one during
maintenance, which is a very high bar of availability (~99.995% uptime or ~5 min downtime per year vs
Tier III ~1.6 hours/year).

Main Power Chain Components

Let’s walk through a typical power chain in a large data center from the utility down to server:

Utility Feeders and Substation/Transformers: The data center connects to the grid typically at
medium or high voltage. Large facilities might have an on-site substation. For example, a campus
might take in power at 115 kV or 230 kV and step it down to medium voltage (say 13.8 kV or 34.5 kV)
for distribution on site. Other sites take service from the utility at medium voltage (13 kV, 34 kV, etc.)
directly if a substation is nearby. The utility usually provides multiple feeders for redundancy – e.g.
two 34.5 kV lines from different utility substations. In a 2N design, these would feed separate
transformer banks so that loss of one utility path doesn’t drop everything. At the site, step-down
transformers convert the utility voltage to the facility’s distribution voltage (often 480 V AC in North
America, or 415 V AC in many other countries). In some modern designs, the medium voltage might
go all the way to the UPS room and be stepped down by UPS input transformers or separate units
just before the UPS/PDU stage.
Switchgear & ATS: Right after the utility feed (and backup generator feed) comes switchgear –
basically big electrical panels with breakers that route power. An Automatic Transfer Switch (ATS)
or Static Transfer Switch (STS) is used to switch between utility power and generator power. For
example, when utility fails, an ATS will automatically connect the generator once it’s up to speed, and
isolate the utility. Some data centers have multiple ATS: e.g. each generator might feed an ATS that
switches its section of the load from utility to gen. Some advanced setups use closed-transition
transfer (momentarily parallel utility and gen to make a bump-less transfer) or static electronic
switches to switch in a quarter-cycle for sensitive loads.
UPS (Uninterruptible Power Supply): The UPS system is a critical piece that provides short-term
power hold-up (via batteries or flywheel) and conditions the power. In large modern data centers,
UPSs are typically online double-conversion type – meaning all power flows through them and they
continuously convert AC to DC and back to AC, feeding the IT load a clean sine wave while keeping
batteries charged. If input power falters, the batteries instantaneously supply the inverter so output
sees no interruption. This transition happens in milliseconds, bridging the gap until generators start
(which is usually ~8–15 seconds). UPS units come in various sizes (100 kW up to 1200 kW blocks, etc.)
and are often paralleled to get the needed capacity with redundancy. Some data centers use line-
interactive UPS (common in smaller setups) where the UPS normally passes utility through and only
inverts on outages or trims voltage for minor dips – but these are uncommon at large scale. A few
use rotary UPS (DRUPS) – essentially a motor-generator with a flywheel or diesel that can kick in –
but this is niche (seen in some European sites) and generally less common now due to efficiency and
maintenance considerations. Most big data centers stick with static (battery) UPS because they are
reliable and efficient (~94–97% efficient for modern models, often with eco-modes that improve that
when power is clean).
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Battery Systems: Traditional UPS batteries are VRLA (Valve-Regulated Lead-Acid) types – similar to
car batteries but in large cabinets. These typically provide 5–10 minutes of runtime (enough until
generator takes over). They need a cool room (~20–25 °C) and periodic replacement every ~3–5
years. Newer installations are increasingly adopting Lithium-ion batteries for UPS. Li-ion batteries
have higher upfront cost but last 2–3x longer (8–15 years), are much lighter and smaller (70% space
reduction), and can handle more discharge cycles with faster recharge. Many providers report
moving ~30% of their UPS battery capacity to Li-ion by mid-2020s. Li-ion also performs better at
higher temperatures (some up to 35 °C), meaning battery rooms don’t need as much cooling. The
downside used to be cost, but that has been dropping; also Li-ion requires careful battery
management systems (BMS) due to thermal runaway risk, but those are standard now. Some data
centers also utilize flywheels (spinning mechanical storage) either standalone or in rotary UPS –
these give only ~10–20 seconds of support but can be enough to start a diesel. They avoid chemical
batteries but have their own maintenance needs.
Power Distribution Units (PDUs): After UPS, the power needs to be distributed to the racks. In
many designs, especially older ones, a PDU is a large cabinet that takes the UPS output (often 480 V
or 600 V AC) and transformers it down to the voltage used in racks (208/120 V AC in North America,
or 415/240 V AC in many parts of world). PDUs have panels with breakers for branch circuits that go
out to feed groups of racks (via whips underfloor or overhead). Modern data centers increasingly use
415/240 V AC three-phase directly to the rack (this is line-to-neutral of a 415 V 3-phase, giving 240 V
single-phase to servers which most can accept globally). This eliminates the need for a PDU
transformer, improving efficiency ~2–3%. In such cases, what they call a PDU is really just a power
panel. Additionally, many facilities now use overhead busway systems: instead of running individual
cables, they install bus bars in a trunk over aisles and plug in “tap boxes” wherever a rack needs
power drop – this allows easier reconfiguration and expansion as opposed to pulling new cables
each time.
Remote Power Panels (RPPs): These are essentially smaller breaker panels located closer to the
load (in the white space) that branch off circuits to final loads. For example, one PDU might feed an
RPP in each quadrant of a room, and the RPP has multiple breakers feeding the racks in that area.
They help localize electrical distribution and reduce long cable runs.
Rack Power Strips (rack PDUs): Finally at each rack, there’s a power distribution unit (often two for
A/B feeds) which is basically an intelligent power strip providing outlets for each server. These often
have metering and remote switch control. While small, they’re important – if under-sized, they could
trip or become hot. They’re chosen to match the rack’s intended load (e.g. a strip might support up
to 5 kW safely).
Grounding and Bonding: Throughout all this, a robust grounding system ties all metallic frames
and equipment to a common reference, and surge suppression devices protect against spikes.
Grounding prevents faults from shocking people and helps lightning protection. Data centers have
extensive bonding grids under the floor and above the ceiling connecting to building ground and
electrical neutral.

Dual Path Distribution: In high-end designs, there are two parallel versions of many of these: two utility
feeds into two separate switchgear lineups, two sets of UPS banks, etc., feeding dual PDUs and dual circuits
to each rack. Many colo facilities offer customers a redundant “A” and “B” feed to each cabinet – it’s then on
the customer to have dual-corded equipment or automatic transfer switches on their gear to utilize it.
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Generator Backup: The above covered normal and short-break power. Now the generators:

Backup Generators: Almost all large data centers rely on diesel engine generators as backup for
long-duration outages. These are typically big V12 or V16 engines like truck engines on steroids,
connected to electric generators. Each can often produce 2–3 MW of power. A site will have multiple
generators in a yard or generator room. They usually sit idle (with heaters keeping them warm for
quick start) and auto-start when utility power is lost, generally taking about 5–10 seconds to come
online and synchronize to the load. The UPS bridges that gap. Generators are sized so that even if
one fails, others can carry the load (N+1 or 2N on generators is typical). For example, 8 x 2 MW
generators for a 12 MW load (N=6, plus 2 spares = N+2, which covers any two failing).

Generators can run as long as there is fuel. Data centers store diesel on site in tanks, often enough for 12–
48 hours at full load. Many local codes require a minimum – e.g. 24 hours of fuel – for essential facilities.
Refueling  contracts  ensure  fuel  trucks  will  deliver  within  that  window  if  an  outage  persists.  (During
widespread disasters, fuel logistics become critical – this was seen in some hurricanes where refueling was
challenging.)

Fuel storage and systems: Diesel is typically stored in either a main above-ground storage tank or
several tanks (often 10,000+ gallons each). Pumps move fuel to day tanks near each generator. Those
day tanks supply the engines and ensure a ready supply. There are leak detection and containment
measures (diesel spills are fire and environmental hazards). Fuel quality is maintained by periodic
filtering (“polishing”) because diesel can grow algae or get sediment over time. Generators are tested
regularly, which also circulates fuel. Fuel is one consumable that data centers must manage on an
ongoing basis  (like having contracts  for  fresh fuel  deliveries,  especially  if  they ever need to run
extended time).

Generator Configuration: Common setups include a generator for each power module (e.g. one
genset per UPS or per PDU) in N+1, or generator sets paralleled in a plant. Some designs have each
generator tied to one utility path (so effectively two separate generator plants in 2N). Others parallel
all generators onto a common bus – more complex but allows sharing capacity. Paralleling many
generators requires careful controls to ensure load sharing and avoid instability.

Emissions  and  Permits: Diesel  generators  emit  exhaust  (NOx,  particulate,  CO₂).  Environmental
regulations typically classify data center generators as emergency standby, meaning they can run
during outages and for testing, but not as regular power sources. There are often limits, like no
more than 50 or 100 hours of non-emergency run time per year (for testing/maintenance), to stay
within  permit.  Generators  also  require  permits  from  air  quality  boards.  In  some  locations  (e.g.
California), regulations push for cleaner technologies or use of particulate filters on exhaust. Data
center operators sometimes explore natural gas generators (which burn cleaner and have pipeline
fuel  supply  so  don’t  require  refueling).  Some have indeed deployed gas  engines,  but  they  start
slower and historically weren’t as widely used in mission-critical (this is slowly changing). Hydrogen
fuel cells are an emerging alternative – in 2020 Microsoft trialed a 3 MW hydrogen fuel cell system
as a potential  generator  replacement.  It  worked for  that  test,  but  fuel  cells  are not  yet  broadly
adopted for backup. 

Backup for the Backup: Some data centers also have battery backup not just at UPS but for certain
critical cooling (like control systems or pump motors) to ensure cooling doesn’t trip during the few
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seconds  gap.  But  generally,  if  power  is  out,  the  thermal  inertia  gives  a  few  minutes  before
temperature rises – as long as power is back via generators quickly, cooling can resume.

Power Distribution Example: Summarizing with an example layout – Suppose a data center has a total IT
load of 6 MW, Tier III design. It might have two utility feeds (each able to carry ~6 MW) coming in at 34.5 kV.
These go to two separate switchgear lineups feeding two sets of 4×750 kVA transformers down to 415 V.
From there, on each side, 4×500 kW UPS modules supply two power paths (A and B), totaling 2 MW each
path with N+1 (3 active + 1 spare each side). Each UPS output goes to PDUs that feed server racks (racks get
dual feeds A and B). In the generator yard, there are, say, 5×2 MW generators in N+1 – they connect via ATS
such that if utility A fails, Gen 1-4 pick up A side, if utility B fails, Gen 1-4 pick up B side, and the 5th gen is
spare or all 5 run in parallel for either side if needed. With this, any one UPS or one generator can fail and
servers still see clean power. 

Reliability and Monitoring in Power Systems

Data center power systems incorporate numerous protections.  There are layers of  circuit  breakers and
fuses to isolate faults. For instance, if a short occurs in one rack’s power strip, its breaker should trip without
taking down an entire PDU. Selective coordination is a design practice to ensure the right breaker (closest
to the fault) trips first. Protective relays and insulated bus bars reduce arc flash risks.

Everything is monitored: modern EPMS (Electrical Power Monitoring Systems) track voltage, current, load
on each UPS, battery health, generator status, etc.  This allows operators to do  capacity planning (e.g.
seeing that one circuit is nearing its limit so they should not put more servers on it) and to catch anomalies
(e.g. harmonic distortion creeping up, which might indicate an issue with a UPS or a large nonlinear load).

Power capacity planning is a big part of operations: data center teams carefully manage how much load is
allocated vs. the redundancy left. If you are N+1 and you load to 100%, you’ve lost redundancy – so many
set internal “red lines” like never exceed ~50–60% load on each path in 2N, or ~80% on an N+1 system,
leaving headroom for failover.

In summary, the power infrastructure of a data center is designed to deliver huge amounts of electricity
continuously and without failure, via multiple layers of backup. It’s one of the most capital-intensive parts
of a facility (generators, UPS, switchgear can be 30–40% of the build cost). But this investment is what allows
data centers to boast uptime even when storms knock out the grid – the lights (and CPUs) stay on.

Cooling Architecture and Environmental Control

If power keeps servers alive, cooling keeps them healthy. Servers produce heat as they operate – lots of it –
and  that  heat  must  be  removed  continuously.  The  cooling  system  maintains  safe  temperatures  and
humidity for IT equipment, typically around 18–27 °C (64–80 °F) intake air per  ASHRAE guidelines. There
are various cooling methods, but broadly:  air cooling (using chilled air circulated in the room) and liquid
cooling (bringing liquid coolant directly to hot components). 

Key elements of data center cooling include the cooling units (CRAC/CRAH), heat rejection systems (chillers,
condensers, or cooling towers), the use of economization (free cooling when outside conditions allow), and
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newer techniques like in-rack liquid cooling for extreme densities.  Efficiency metrics like  PUE and  WUE
gauge how effective the cooling is relative to IT output.

Air Cooling: CRACs and CRAHs

Traditionally, data centers use air as the cooling medium for servers:

Cold Aisle/Hot Aisle Layout: Server racks are arranged in rows with cold air intakes facing one way
(cold aisle) and hot exhausts facing the opposite way (hot aisle). Cold aisles are fed chilled air, which
the servers draw through to cool their components, then hot air exits out the back into the hot aisle.
The goal is to prevent mixing of hot and cold air so that intake air stays cool. Many modern sites use
containment – physical barriers (doors, plastic curtains, or rigid panels) to either contain the hot
aisle or cold aisle. This improves efficiency by keeping hot air from recirculating to server fronts.

CRAC Units (Computer Room Air Conditioners): These are essentially precision air conditioners
that cool air using a direct expansion (DX) refrigeration cycle – much like a home or office AC but
built for continuous data center duty. A CRAC has a compressor, evaporator coil, fans, etc. It takes in
hot return air from the room, the refrigerant in the coil absorbs heat cooling the air, then it blows the
cooled air (often under a raised floor or via overhead ducts) back into the cold aisles. The heat picked
up by the refrigerant is then released outside via a condenser unit (like rooftop condensing units or
dry coolers). CRACs are typically standalone units placed around the perimeter of a data hall or in
row modules. They are self-contained – easier to deploy for smaller data centers. However, large data
centers often prefer CRAHs.

CRAH Units (Computer Room Air Handlers): A CRAH is similar in form factor (a fan unit that takes
hot air in and blows cool air out) but it doesn’t have a compressor. Instead, it has a chilled water coil
inside. Cold water (supplied by central chillers) flows through the coil, absorbing heat from the air
passing over it. The water gets warmed and returns to the chiller plant to be cooled again. CRAHs
essentially handle air movement and heat exchange, but rely on an external chilled water system for
the cooling effect.

The choice of CRAC vs CRAH depends largely on scale: DX CRAC systems are simpler and great for smaller
setups (you just need electricity for the CRAC and an outdoor condenser). Chilled water CRAH systems suit
larger  facilities  –  they  centralize  cooling  in  big  chillers  which  can  be  more  efficient,  and  allow
economization by using cooling towers. Many hyperscale and large colo data centers use chilled water
with CRAHs because it’s easier to support large loads (hundreds of kW to MW) with big chiller plants than
many small DX units. Chilled water also allows cooling to be more easily distributed across multiple rooms
(just pipe the water around) and maintained (you can have redundancy in chillers more easily than dozens
of individual compressors).

Modern best practice is often to design for  higher server inlet temperatures (around 27 °C/80 °F)  to
maximize economizer use and allow cooling systems to run more efficiently – basically not over-cool beyond
what’s needed. This still is within ASHRAE “recommended” ranges and hardware is fine with it.

• 

• 

• 

20



Heat Rejection and Economization

Cooling  systems  ultimately  need  to  dump  heat  to  the  outside  environment.  This  can  be  done  with
mechanical  refrigeration  or  by  leveraging  outside  air/water  conditions  when  favorable  –  known  as
economization (or “free cooling”):

Air-side Economization: This means using outside air directly to cool the data center when the
weather is cool enough. Essentially, instead of running chillers, you open dampers and bring in
filtered outside air to blow through the servers, and exhaust the hot air out. If it’s, say, 10 °C (50 °F)
outside, that’s great for cooling – no chillers needed. Even if it’s a bit warm but dry, you can mix
outside air. The system usually has big intake louvers, fans, and filters (to remove dust/pollution). It
has to control humidity too – sometimes adding moisture if air is too dry, or not using economizer if
too humid or polluted outside. Air economization can save a lot of energy: many climates allow using
outside air for 50%+ of the hours in a year (e.g. a temperate climate might get away with economizer
cooling all winter and much of spring/fall). The risk is drawing contaminants or needing to tightly
control humidity – which is manageable with good design (ASHRAE expanded acceptable humidity
ranges to allow more economizer use).
Water-side Economization: Instead of bringing outside air in, water-side economizer uses cool
outside air to chill water via cooling towers or dry coolers, reducing chiller use. For example, if it’s
cold night at 5 °C, running the chillers is unnecessary – the cooling towers alone can cool the water
down to, say, 10 °C which is cool enough to chill the server air via CRAHs. Typically, a system might
have plate heat exchangers that connect the chilled water loop to the cooling tower loop when
outside temps permit, bypassing the chillers. In cooler climates, water-side economization can
provide a large fraction of annual cooling with just fans and pumps, not compressor energy.
Dry Coolers and Adiabatic Assist: Some data centers avoid water use by using air-cooled dry
coolers (giant radiators with fans) that dissipate heat to outside air. These can be combined with 
adiabatic pads or misters that cool the air evaporatively before it hits the coils on hot days. This is
like a hybrid between water and air economization – using a bit of water to enhance air cooling
efficiency without full cooling towers.

The general  approach nowadays  is  “free cooling first”:  maximize the use of  economization whenever
conditions allow, and use chillers or DX cooling only when needed (e.g. on hot summer afternoons). By
doing so, data centers drastically cut energy used for cooling. For instance, a facility in a cool climate might
have chillers off most of the year except maybe 20–30 hottest days.

Evaporative/Adiabatic  Cooling: This  deserves  more  detail.  Evaporative  cooling means  using  water
evaporation to carry away heat – water absorbs a lot of heat when it evaporates (change from liquid to
vapor). Cooling towers have used this principle forever for water-side cooling: they evaporate some water to
cool the rest. Adiabatic air cooling uses the same idea for air: when outside air is dry, spraying a fine mist
of water into it will drop its temperature significantly (at the cost of adding humidity). Many data centers in
dry climates (like the U.S. southwest) use direct evaporative coolers or adiabatic assist where, on hot but
dry days, they evaporate water into the air to cool it before it enters servers. For example, 40 °C (104 °F) air
at 10% humidity can be cooled to ~20 °C if you humidify it to ~80% – that’s a huge reduction. This can yield
PUE near 1.2 without any chiller, just using water. The trade-off is water consumption – large sites can use
millions of gallons per day in peak summer for cooling. Water is cheap but in some areas scarce. This is
measured by WUE (Water Usage Effectiveness) – liters of water per kWh of IT. There’s an industry push to
minimize water use, especially in water-scarce regions, by either accepting higher PUE with air cooling or
using technologies like liquid cooling which can reduce dependency on evaporative cooling.

• 
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Chillers: When free cooling isn’t  enough (e.g.  it’s  a hot and humid day or you have strict  temperature
targets),  chillers provide  mechanical  cooling.  These  are  basically  big  refrigeration  machines  (often
centrifugal  compressors  or  newer  magnetic-bearing  compressors)  that  chill  water  (or  sometimes
refrigerant  directly  in  piping,  though  less  common  now).  Chillers  are  energy-intensive,  so  they  often
incorporate  variable  speed  drives,  staging,  and  other  optimizations.  Some data  centers  also  use  heat
pumps to reuse heat – e.g. using warm water from servers to heat nearby buildings – though this is more
common in colder climates or where there’s a use for heat.

Modularity and Redundancy in Cooling: Cooling is typically N+1 redundant. For instance, if load needs 4
chillers, they install 5 (N+1) so one can be down for maintenance. CRAH/CRAC units similarly: if room needs
8 CRAHs, maybe 10 installed. The cooling towers too would have N+1 cells. This ensures cooling continues if
one component fails. Also, backup power covers critical cooling elements – though not all cooling might be
on generator (some designs shed some cooling during outage knowing thermal inertia buys time). But at
least  a  minimal  cooling  (like  pump  and  CRAH  fans)  is  on  backup  power  to  keep  things  stable  until
generators run.

Liquid Cooling (Direct-to-Chip, Immersion, etc.)

For decades, air cooling was sufficient as server power densities remained moderate. But with the rise of
high-performance computing (HPC), AI training clusters, and dense GPU rigs, some racks now consume
>30 kW, even 50–100 kW in extreme cases. Air cooling struggles to remove heat flux beyond ~20 kW per
rack effectively without exotic setups (you’d need either very high airflow or very cold air, both inefficient or
impractical). Enter liquid cooling – since liquids (like water) have far higher thermal capacity than air, they
can move much more heat in a given volume.

Forms of liquid cooling in data centers include:

Rear-Door Heat Exchangers: This is a retrofit-friendly approach where the back door of a server
rack is replaced with a radiator panel through which chilled water flows. As servers blow hot air out,
it immediately passes over this water-cooled coil in the rear door, removing a large portion of the
heat before the air re-enters the room. A well-designed rear-door cooler can handle up to ~30 kW
per rack, sometimes more, without needing any fans (some are passive, relying on server fans). This
allows much higher density in that rack because the room AC doesn’t have to remove all that heat –
it’s taken by the water. IBM pioneered this years ago for mainframes. Today companies like Vertiv,
Rittal, etc., offer rear-door cooling solutions used in HPC labs and some enterprise HPC
deployments.
Direct-to-Chip Liquid Cooling (Cold Plate): Here, key hot components (CPUs, GPUs, possibly high-
power ASICs) have cold plates attached – basically metal plates with internal tubing that make
contact with the chip package, with coolant (water or special dielectric fluid) circulating through
them. Heat is picked up directly at the source and carried via tubes to a heat exchanger (like a
coolant distribution unit or CDU) which then transfers it to facility water (which eventually rejects it
via cooling towers or chillers). Direct liquid can remove very high heat loads, hundreds of watts per
chip, easily. Often the system is two-loop: an inner closed loop of clean coolant through servers, and
an outer water loop to the cooling plant. The coolant in direct-to-chip is often water with corrosion
inhibitors (if it can be kept extremely clean and free of leaks, water is fine and has excellent thermal
conductivity). Some systems use dielectric fluid especially if worried about leaks near electronics, but
fluids have lower capacity than water. A big advantage of liquid cooling is you can allow chips to run
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hotter (e.g. water inlet maybe 40 °C) yet still cool effectively – this means you can even reuse that
heat (the water might come out at 60 °C which is hot enough for building heating, etc.).
Immersion Cooling: The most radical – servers (with some modifications like removal of fans and
using special materials) are submerged in a tank of dielectric fluid. This fluid either is single-phase
(stays liquid, pumps circulate it to external cooler) or two-phase (it boils on hot components, then
the vapor condenses on a cooled coil and drips back, similar to a phase-change cooling loop).
Immersion can handle extremely high densities, >100 kW per tank easily, since the fluid contacts all
components directly and convective boiling removes heat very efficiently in two-phase systems. It
also eliminates fans (quiet) and can protect components from dust. However, it’s a paradigm shift:
handling submerged hardware is messy (need to pull dripping boards out of fluid for service), and
you need specialized enclosures. It’s currently used in niche areas (like some crypto mining farms,
some HPC clusters, edge sites with harsh environments).
Other liquid cooling: There are also water-cooled doors for mainframes historically, coolant-
cooled rack CDU units that bring liquid close to the rack and have an air coil within the rack (sort of
a localized CRAH in-row cooler), etc. But the main ones are above.

Adoption of liquid cooling in mainstream data centers is still in early stages. As of 2023, surveys (Uptime
Institute) show less than half of operators have even tested liquid cooling, and only a small fraction have
deployed it at scale. However, many are planning for it, especially for new HPC or AI-oriented capacity, as
power densities push upward. Liquid cooling has some reliability unknowns to overcome at scale – e.g.,
potential for leaks (water and electronics don’t mix well), maintenance complexity, standardization of liquid-
cooled server form factors, etc. But major players are announcing plans: e.g. Microsoft and others have
trials; some colocation providers are starting to offer liquid-cooled cabinet options.

A benefit of liquid cooling beyond just cooling capacity is  energy efficiency:  It can dramatically cut the
power that would have been used by CRAH fans or chilled water pumps because liquid cooling loops often
allow higher coolant temperatures (you can run water at 40 °C and still cool chips, something impossible
with air) . Higher coolant temps mean you can use 100% free cooling (no chillers needed, just cooling
towers or dry coolers) even in warm climates, and possibly reuse waste heat. Also, eliminating server fans
saves a chunk of IT power (fans can be 10–20% of server consumption under air cooling). All this can lower
PUE toward 1.1 or below. Some futuristic designs even consider no chillers at all – e.g. if you can run liquid
cooling with 50 °C water, you practically never need mechanical cooling in many climates.

The downsides include managing two systems (you still often need some air cooling for non-liquid-cooled
components unless everything is liquid cooled, plus humidity control in room might still be needed). Also,
retrofit into existing data centers is challenging due to needing pipe infrastructure and containment for
liquids.

But given the trend of processors and AI accelerators – with chips of 300+ watts each becoming common
and  racks  filled  with  them  drawing  30  kW  or  more  –  many  see  liquid  cooling  as  inevitable  in  many
environments by 2025+. 

In summary, liquid cooling approaches are moving from niche to mainstream as a way to keep PUEs in
check and enable higher density computing. Over the next few years, expect a blend of cooling methods in
large data centers – some racks liquid-cooled (for supercomputing clusters or ML training pods), the rest
air-cooled. Many operators are designing new builds to be “liquid-ready” (e.g. having strengthened floors
for tank weight, coolant distribution piping in place, etc.). 

• 
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Efficiency Metrics: PUE and WUE

To  evaluate  cooling  (and  overall  infrastructure)  efficiency,  the  industry  relies  on  PUE  (Power  Usage
Effectiveness). PUE = Total Facility Power / IT Equipment Power. It basically tells you how much extra power
is used on top of the IT load – a PUE of 2.0 means for every 1 kW to servers, another 1 kW goes to cooling,
lighting, UPS losses, etc. A PUE of 1.5 means 0.5 kW overhead per 1 kW IT, and a PUE of 1.2 means only 0.2
kW overhead (very efficient).

Industry PUE trends: In the mid-2000s, PUE averages were around 2.0 or higher. Through better design
and economization, the average improved to ~1.6 by 2013. According to Uptime Institute’s 2024 data, the
global average PUE has stagnated around  1.55–1.6 in recent years. This suggests many easy wins were
done, and legacy fleet (with maybe 1.8 PUE in older sites) balances out new hyperscalers (which claim ~1.1–
1.2).  Indeed,  best-in-class  hyperscale  data  centers  in  cool  regions  operate  near  PUE  1.1.  But  many
enterprise or older colos still run 1.7–2.0. So there’s a gap. Lowering PUE further often requires advanced
steps like liquid cooling or entirely new builds.

A point to note: PUE measures infrastructure efficiency but not IT efficiency. A facility could have great PUE
1.2 but if the servers are old and inefficient, overall energy use might still be high. There’s talk of “ITUE” or
including server efficiency in metrics, but PUE remains the primary facility metric.

Water Usage Effectiveness (WUE): As mentioned, WUE = liters of water used for cooling per kWh of IT
load. A data center using exclusively air or dry cooling might have WUE ~0 (no water use, but likely at cost of
higher  PUE).  One  heavily  using  evaporative  cooling  might  have  WUE  of  0.2–1.0  L/kWh  or  higher.  For
example,  Facebook  (Meta)  reported  WUE  around  0.17  L/kWh  across  its  portfolio  (they  heavily  use
evaporative cooling but also invest in water recycling). Regions with scarce water are pushing designs to
minimize  water  use  (some even mandate  water-free  cooling  except  emergencies).  On the  other  hand,
regions with cheap water and high power costs might choose to use more water to save electricity.

Balancing PUE and WUE is  a  part  of  site  operations strategy:  on a cool  humid day,  you might  choose
mechanical cooling (using more electricity) rather than air economizer if the outside air would bring too
much humidity or risk water use overhead, etc. Or vice versa on a dry hot day, accept some water use to
drastically cut chiller power.

Cooling  system  trends: We  see  efforts  in  raising  allowable  server  inlet  temperatures  (some  are
comfortable with 30 °C inlets for certain equipment, to allow more economizer hours), using AI for cooling
optimization (adjusting setpoints and fan speeds dynamically), and exploring alternatives like geothermal
cooling (pumping heat into ground) or heat reuse (like warming nearby buildings – a few European data
centers do this to local district heating networks).

Reliability in cooling: It’s worth noting, while power issues cause many outages, cooling failures can also
cause downtime (servers will  overheat and shut off if  cooling stops for too long).  Thus,  critical  cooling
(pumps, CRAH fans) are often on UPS/generator and the systems are built redundant. Monitoring systems
watch temperatures closely,  and there are often  thermal buffers (like concrete slabs or  phase-change
materials) to absorb heat if cooling falters briefly. Some data centers also stage automatic load shedding –
if temperature spikes uncontrollably, they might orchestrate non-critical servers to shut down to reduce
heat generation (a last resort to avoid total crash).
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All  these  pieces  together  –  efficient  cooling  designs,  economization,  new  liquid  methods,  and  vigilant
operations – aim to keep the data center cool without wasting energy or water, as the industry seeks to
handle ever-more heat in a sustainable way.

Network & Connectivity in Data Centers

Beyond power and cooling, a data center’s ability to provide fast and reliable network connectivity is a
huge part of its value. Many data centers are essentially network hubs where different organizations’ IT
systems meet and exchange data. We’ll cover the typical network infrastructure inside a multi-tenant data
center and how it connects to external networks.

Key  concepts/areas  include  Meet-Me  Rooms  (MMRs),  cross-connects,  carrier  neutrality,  Internet
Exchange (IX) fabrics, fiber routes (metro vs long-haul), and redundancy in network paths.

Meet-Me Rooms (MMRs)

An MMR is a dedicated room (or rooms) in a facility where telecommunications carriers and customers
interconnect their cables and equipment. Think of it  as the local “telecom hub” inside the data center.
Typically, carriers (like AT&T, Lumen, Verizon, etc.) will bring their fiber optic cables into the facility (usually
via diverse underground conduits to at least two entry points for redundancy) and terminate in the meet-
me room on fiber distribution panels. Customers who want connectivity order a  cross-connect (a cable)
from their equipment to the carrier in the MMR. 

The MMR is generally a secure, access-controlled room, often managed by the data center operator as a
neutral party. Only authorized personnel (the operator’s techs or carriers’ techs under escort) can access it,
since a lot of critical fibers meet there. Within the MMR, there may be racks of carrier transmission gear
(DWDM muxes, switches) and patch panels. The name “meet-me” implies carriers meet there to exchange
traffic. In neutral colos, multiple MMRs might exist – e.g. MMR A and MMR B – in separate locations, to offer
path diversity in case one room has an issue.

For example, a big Equinix data center might have 50+ carriers present in its MMR, each with fiber shelves.
A customer can easily connect to any of them via a short patch cord, rather than having to pull fibers out to
some distant telco office. This neutral interconnection model is a major attraction for many companies to
colocate.

Carrier Hotels and Network Hubs

Historically, certain buildings in major cities became carrier hotels – places with an extraordinary density of
networks interconnecting. Examples: 60 Hudson Street in NYC, One Wilshire in LA, 350 E Cermak in Chicago.
These started often as telecom hubs and evolved into colocation centers because so many carriers were
there. Today’s multi-tenant data centers often emulate that by attracting carriers – offering deals or simply
through scale and customer demand – to build that ecosystem. 

A carrier-neutral data center means the operator isn’t a carrier themselves and they allow any/all carriers
to come in and offer services to customers. This neutrality is key; it  fosters competition and variety for
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tenants. A telco-operated data center (like historically AT&T had some) might only offer their network, which
is less attractive to many customers who want choice.

Having many carriers and content networks on-site creates a network effect: the more there are, the more
others want to be there too, as it eases interconnection (this is why Equinix sites often keep growing – once
an ecosystem is established, everyone wants in). Some data centers even connect to multiple carrier hotels
or have metro connectivity to extend that ecosystem virtually.

Cross-Connects

A cross-connect is simply a direct cable connection between two parties within the data center. It could
be fiber, copper (Ethernet), or coax (for legacy telco or financial connections). The typical model: the data
center operator will run the cross-connect for you (pull the cable through trays or underfloor from your rack
to, say, a carrier’s port in the MMR) and charge a monthly fee (often \$100–\$300/month per cross-connect).
While just a cable, cross-connects represent a revenue source for colos and a cost for customers, but they
are  invaluable  as  they  allow  low-latency,  high-bandwidth links  cheaply  compared to  telecom circuits.
Instead of paying a telco for a local loop to connect to a provider, a cross-connect can be provisioned in a
day or two on-site.

Enterprises use cross-connects to reach network providers (ISP uplinks), to connect to business partners or
customers in the same facility, or to connect to cloud on-ramp routers, etc. Financial exchanges might use
them to let trading firms connect to their matching engines. Cross-connects are typically highly reliable (it’s
just a short cable) but many customers will get two (diverse paths) if connecting to critical service, in case
one is accidentally disturbed.

The data center operator keeps a database of all cross-connects (who’s connected to who, on which port),
and labels cables meticulously. In top sites, cross-connect orders might number in the thousands.

Internet Exchanges (IX)

Many major data centers host an  Internet Exchange platform – essentially an Ethernet switching fabric
where multiple  networks meet to peer (exchange traffic directly).  Notable IX operators include  DE-CIX,
LINX, Equinix IX, AMS-IX and regional ones. The presence of an IX can attract dozens or hundreds of
networks to a location because it makes peering easier – instead of each network buying connections to all
others, they all connect to the IX and swap routes freely. This improves performance (shorter paths) and
lowers cost (reduces transit usage).

In practice, a network (say a regional ISP) will colocate a router in the data center and order a cross-connect
to the IX fabric. There, with a single port, they can peer with many content providers, cloud providers, etc.,
via BGP. Major data center hubs often have multiple IXs. For example, Ashburn has Equinix’s IX, LINX NoVA,
AWS’s local peering, etc. 

The more participants on an IX, the more valuable it is – which is why a handful of sites globally are huge
peering points (like Equinix Ashburn, Equinix Singapore, AMS-IX in Amsterdam). Some IXs link multiple data
centers in a metro via backhaul, so you don’t absolutely have to be in the same building to join – but being
on-net (in the same facility as the IX core) often gives the best latency and lowest cost.
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Cloud On-Ramps

Cloud on-ramps are a specific type of connectivity offered within colos: private direct connections into cloud
providers’ networks (e.g. AWS Direct Connect, Microsoft Azure ExpressRoute, Google Cloud Interconnect).
Cloud providers usually place their own network edge routers in key colocation facilities so customers can
connect to them with a cross-connect instead of using the public Internet. These are highly popular as they
provide lower latency, consistent performance, and lower egress fees (cloud providers charge less per
GB for traffic sent via direct connect than over Internet).

A typical scenario: a company colocates some equipment and also uses AWS – they get a direct connect to
AWS at  10 Gbps via a cross-connect  in the data center.  Now their  traffic to their  cloud servers doesn’t
traverse the internet; it goes straight into AWS’s network. This is more secure and often cheaper at scale.

Data center operators actively partner with clouds to host on-ramps – e.g. Digital Realty has many AWS
Direct Connect locations, Equinix boasts hundreds of on-ramp options across their sites. These on-ramps
make the colo a convenient “multi-cloud interconnection” location for enterprises employing hybrid cloud
strategies.

Metro and Long-Haul Connectivity

Inside a metro area, large data center operators often have multiple sites and offer  metro connectivity
between them – either via dark fiber or their own lit networks. This allows customers to have equipment in
two sites and link them as if local. Some providers have campus fiber loops interconnecting their facilities,
included as part of service offerings. For example, if one provider has 3 data centers in Dallas, they might
provide a low-latency fiber ring connecting all MMRs, so a customer in DC A can reach a carrier in DC B
easily.

Long-Haul fiber: Data centers also intersect with long-haul network routes. Often, providers choose sites
near major fiber routes or cable landing stations (for subsea cables). If a data center is on a long-haul route,
it can serve as a network hub for wide geographic connectivity. For instance, Hillsboro, Oregon became a
hub because multiple trans-Pacific cables land there, and data centers in Hillsboro directly tie into those,
making it a gateway to Asia.

Some data centers advertise proximity to submarine cable landings (e.g., LA, NJ, Marseille in France, etc.
are big because of this). Networks will often terminate long-haul links at a big colo so they can distribute
traffic locally or interconnect with other backbones.

Latency considerations: Many latency-sensitive businesses (financial trading, gaming, etc.)  choose data
centers based on latency to certain endpoints. For instance, traders might colocate in the same data center
as an exchange’s matching engine because being even 1 ms faster than competitors is a huge edge. That
drives micro-hubs like spread out matching data centers (like NASDAQ has Carteret NJ, NYSE in Mahwah NJ,
etc., and firms flock to be in those specific sites for proximity). More broadly, if you need to serve East Coast
US users, an Ashburn data center (latency ~5–10 ms to major East Coast cities) is ideal, whereas hosting in
California (60+ ms away) would be suboptimal.
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Thus, companies often distribute infrastructure in multiple data centers around the country/world to ensure
low latency to local users (this is essentially what CDNs and cloud regions do). Data centers advertise their
latency advantages – e.g., Dallas can reach both coasts ~20–30 ms making it a good central hub.

Network Redundancy and Resilience

Just like power, network infrastructure is built with redundancy to prevent outages:

Diverse fiber entry: Data centers will have at least two physically separate entry points (usually on
different sides of the building) where fiber conduits come in. They ensure that carrier fiber cables
entering follow diverse paths (so one backhoe cut can’t sever all connections). Many require carriers
to use pre-defined diverse routes into meet-me rooms A and B. 
Redundant MMRs: Some designs have dual meet-me rooms in different fire zones of the building,
each fed by different entries. Customers then can take dual links via separate MMRs to achieve
physical diversity.
Multiple carriers: Tenants often purchase connectivity from 2 or more ISPs so if one has an outage,
traffic fails over to another. Data center MMRs make this easy by having many options in one place.
Network gear redundancy: Within a customer’s environment, they might have dual routers or
switches connecting to those A/B feeds. Likewise, carriers in the MMR might have two devices
connecting to the colo infrastructure. 
Route diversity: Good practice is to ensure provider A’s and provider B’s external paths are diverse
(not riding the same telco trench out of town). Data center staff can often advise which carriers use
different routes.
Monitoring: Just as with power, network operations center (NOC) staff monitor link status, packet
loss, errors, etc. in real time. Any sign of a circuit issue and carriers are engaged quickly.
Physical security of network areas: Because a mis-patch or cut fiber could disrupt many
customers, MMRs are strictly controlled and video monitored. Often only the facility’s fiber techs are
allowed to do cross-connects; customers typically do not get to run their own cables into the MMR
without escort, to avoid any accidental damage.

Interconnection Ecosystem Value

For a business or cloud provider, choosing to deploy in a particular colocation data center is often heavily
influenced by the connectivity available there. A neutral colo with a rich ecosystem can become a one-stop
shop: connect to multiple Tier 1 internet providers, peer with partners, access all major clouds, exchange
traffic with content  networks,  etc.  This  can drastically  improve application performance (low latency to
partners/users) and reduce networking costs (direct peering avoids third-party transit costs). 

From the data center operator perspective, fostering this ecosystem sticky factor is key – once a lot of
critical  interconnection is happening in their facility,  customers are less likely to leave (since replicating
those connections elsewhere is complex). It also attracts new customers who want to “be where everyone
else is.”

A real example: Equinix’s Ashburn campus has over 200 networks and many cloud on-ramps. If a company
needs multi-cloud connectivity and a dozen ISP options on the U.S. East Coast, it’s an obvious location. The
ecosystem synergy is  such that  the facility’s  value is  far  beyond just  the space and power –  it’s  in  the
business enablement through connectivity.
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Going forward, technologies like  software-defined interconnection (where you can virtually connect to
others  through  an  exchange  without  physical  cross-connect)  are  growing  –  Equinix  Cloud  Exchange,
Megaport,  etc.,  allow  on-demand  virtual  circuits  between  participants.  These  ride  on  the  physical
infrastructure but provide more flexible connectivity (e.g. you could spin up a 1 Gbps link to AWS for a day
on software). These services still depend on data center hubs where everyone is connected to the fabric.

In summary, the network infrastructure of a data center – the meet-me rooms, cross-connect fabric, and
presence of many carriers/IXs – determines how well that data center can serve as a connectivity hub. For
any strategy,  understanding a facility’s  network richness is  crucial.  A  highly  connected data center  can
reduce latency and costs and increase the speed of business-to-business integration, making it not just a
warehouse for servers, but a central marketplace for data exchange.

Reliability, Safety, and Compliance

Data centers are engineered for high reliability, and they must adhere to rigorous safety and compliance
standards – especially as they often host mission-critical or sensitive data for many customers. This section
covers how reliability is classified (Uptime Institute Tier standards), the measures in place to ensure safety
of personnel and equipment, and key  compliance frameworks (infrastructure standards and regulatory
requirements like security certifications).

Uptime Institute Tiers (I–IV) and Availability Objectives

The  Uptime  Institute  Tier  Standard is  a  widely  used  classification  for  data  center  infrastructure
resiliency. It focuses on the site’s ability to sustain operations through various failure/maintenance events.
The tiers are:

Tier I: Basic Capacity – Essentially a single path for power and cooling, no redundant components.
This is like a server room with a UPS and maybe a generator, but if anything needs maintenance or
fails, you have to shut down. Expected uptime around 99.67% (about 28.8 hours downtime per year).
Tier I is minimal – fine for non-critical needs (like a dev/test lab).
Tier II: Redundant Components – It adds some redundancy (N+1 on critical components like UPS,
generator, cooling units), but still a single power/cooling distribution path. So a component failure
can be tolerated (e.g. one UPS fails, the spare takes over), but if you need to maintain the one
distribution path (like a main power bus or cooling pipe), you have to shut down. Uptime ~99.75%
(~22 hours downtime/year). Tier II protects against many single-component failures but not against
failures of distribution or doing maintenance on that distribution.
Tier III: Concurrently Maintainable – This requires multiple independent distribution paths for
power and cooling (usually two), but only one needs to be active at a time. Also N+1 redundancy for
components. The key is any one path or component can be taken out of service for maintenance 
without shutting down the load. If something fails unexpectedly, it’s still just a single failure away from
outage until fixed, but you won’t go down for planned work. Expected uptime ~99.982% (~1.6 hours
downtime per year). Most commercial colocation facilities aim for Tier III design – it’s a good balance
of high availability vs. cost.
Tier IV: Fault Tolerant – This goes further: 2N redundant systems and physically isolated dual
distribution paths for everything (often described as “dual active power paths”). It means the facility
can sustain any single failure without downtime and a failure during maintenance of the other
system (because each path is independent 2N). Tier IV sites typically have two separate utility feeds,
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two entire UPS plants, mirrored cooling systems, etc. They also require things like ability to sustain at
least 96 hours on generator (assuming long utility outage). Uptime is ~99.995% (only ~26 minutes
downtime/year). Tier IV is chosen when absolutely no downtime can be tolerated – think some stock
exchanges, certain military systems, etc. It is significantly more expensive to build and operate due
to duplicate infrastructure.

Uptime Institute offers certifications for design (Tier Certification of Design Documents) and constructed
facility performance (they send auditors to test failover scenarios). Many data center providers will advertise
“built to Tier III standards” even without formal certification.

It’s important to note the Tier standard addresses infrastructure resilience, not necessarily overall service
availability (applications may still fail for other reasons). Also, beyond Tier IV there’s no official Tier V; some
have joked about Tier V (for marketing) but officially Tier IV is the highest.

SLA vs Tier: Many providers promise 99.99% or 100% power uptime in SLAs.  Even a Tier III  can often
achieve 100% actual uptime in a given year if no major failures occur or maintenance is managed without
issue. Tier classification is more about risk tolerance. For example, a Tier IV facility could experience a dual
failure that causes downtime – it’s just extremely unlikely; meanwhile a Tier III might run flawlessly. So,
some businesses will accept Tier III’s small risk of needing an outage in rare conditions vs. paying ~2× for
Tier IV.

Tier   III  being  concurrently  maintainable  means  you  can  do  preventive  maintenance  regularly  without
shutting off customers – that’s hugely important for colos, since they can’t really ask all tenants to turn off
servers for a day to service a UPS. Tier IV’s main step up is handling a failure during that maintenance of the
other path – a very rare coincidence of events. Many cloud providers actually don’t go full Tier IV in facility
because they rely on software clustering across sites (they’ll use Tier III-ish and handle remaining risk in
software).

Additionally,  other  standards  exist:  e.g.  the  TIA-942 standard  which  has  its  own  Rating  1–4,  basically
analogous to Tiers I–IV, covering not just power but also telecom and safety in some more detail. Some
prefer TIA-942’s holistic approach.

Finally, the concept of  “five nines” (99.999%) often comes up in SLAs – that’s only ~5 minutes downtime/
year. That usually requires Tier IV plus excellent operations (or distributing load across multiple Tier III sites
such that the combined service is effectively five-nines).

Safety Measures in Data Center Facilities

Data  centers  deal  with  high  electrical  power,  large  batteries,  fuel,  and  sensitive  electronics  –  a  lot  of
potential hazards. Safety is paramount, both to protect human life and to prevent damage or outages. Key
safety considerations include:

Electrical Safety: High voltage equipment (like switchgear, transformers) and high current busbars
pose serious arc flash risks. Arc flash is an intense explosion that can occur during an electrical fault,
capable of causing severe injury or death. Data center operators perform arc flash analyses to
determine incident energy levels at various points and then label equipment with required PPE
levels. They enforce strict rules: only qualified electricians with proper PPE (fire-resistant suits, face
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shields, insulated tools) can work on live panels. Many modern designs favor avoidance of live
work entirely: for example, having dual power paths means you can de-energize one completely for
maintenance. Some use technologies like infrared windows to inspect connections without opening
panels, and make-before-break maintenance bypasses for UPS modules so you never have to
service a live UPS internal component. Additionally, everything must meet electrical code (NEC) and
have proper grounding and bonding to prevent shocks.

Data centers also provide battery safety training – large battery banks can release hydrogen gas (explosive
in enclosed space) and can cause shocks if not handled properly. Battery rooms have hydrogen detectors
and exhaust fans to mitigate gas buildup. Staff are trained not to inadvertently short battery terminals with
tools, etc. The presence of DC battery strings means extra care (a short across a battery bus can be hugely
destructive).

Fire Detection & Suppression: The goal is to detect any incipient fire super early and extinguish it
without collateral damage. Data halls typically have VESDA (Very Early Smoke Detection
Apparatus) – a system of pipes that continuously sample air for minuscule traces of smoke. These
can alert when smoke is at a tiny fraction of what a normal smoke detector needs, buying time. Inert
gas suppression systems (like FM-200, NOVEC 1230, or CO₂ in some older ones) are installed: they
can flood the room with gas that displaces oxygen or absorbs heat to stop combustion. These are
preferred over water sprinklers because they won’t typically harm electronics. However, code often
still requires a sprinkler system as backup (often pre-action sprinklers which only fill with water if
heat detectors go off and a manual confirm or second sensor – dual-interlock – to avoid accidental
discharge). The facility’s fire system is carefully zoned so a fire in one area triggers suppression there
but not everywhere (you don’t want to dump gas unnecessarily in occupied areas, etc.).

People safety during fire suppression is also considered: some gases (like CO₂) are lethal to people at fire-
extinguishing concentrations. Modern ones like Novec are safe-ish but can still displace oxygen, so alarms
sound giving a warning before gas dumps so people can evacuate or put on breathing apparatus if they
must stay. Also, these systems usually have abort switches to halt an imminent release if, say, someone
sees it was a false alarm.

Firestopping is important too: physical barriers like fire-rated walls around certain rooms (e.g. separating
generators or fuel tanks, containing a fire if one starts). Data halls often have 1-hour or more fire rating
separation from mechanical/electrical spaces, etc., to prevent a fire from spreading unchecked.

Physical Security: On the safety side, security ensures that only qualified individuals are near
dangerous equipment. Also, preventing sabotage or mistakes – e.g. a person shouldn’t be able to
accidentally press an Emergency Power Off (EPO) button. EPOs are covered to avoid accidental
activation because they will kill power to an entire room immediately. Multi-factor access, mantraps,
CCTV all keep out intruders who could do harm. Security staff also routinely check for anomalies (like
an unauthorized person, or a door propped open which could allow debris or fire risk or remove
proper sealing).
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Cages and cabinets are locked not just for data security but also for safety – to prevent someone from
unplugging or moving someone else’s equipment which could cause sparking or tipping hazards, etc. Some
sites require two people present (buddy system) for any work on live panels as a safety precaution.

Environmental Safety: Data centers use large volumes of coolant water, refrigerant, diesel fuel, etc.
They implement safety measures for each. Leak detection sensors (on floors, under raised floors,
near CRAC units) alert if water is leaking. If a chilled water pipe bursts, they have floor drains and
often automated shutoff valves. For diesel fuel: storage tanks are in concrete berms or double-
walled to contain spills, and there are spill kits and procedures. Fuel is often kept outside or in
separate fire-rated rooms and pumped in pipes to generators – these pipes are monitored for leaks.
Ventilation in battery rooms handles hydrogen as noted. Also, sensors monitor air quality in case of
fire (CO levels) or if someone is in an enclosed space. 

Acoustics  safety:  large  generators  and  UPSs  are  loud  –  staff  wear  hearing  protection  in  generator
enclosures  during  testing.  Vibration  sensors  might  be  on  rotating  equipment  to  detect  issues  before
something breaks catastrophically.

Emergency Procedures & Training: Staff are regularly drilled on what to do in various emergencies.
For example, if an electrical fire starts, use a CO₂ handheld extinguisher (not water on electrical
gear!). If someone is electrocuted, don’t touch them until power is off, etc. They practice EPO drills
(when to use it – essentially only to save human life, because hitting EPO will drop the data center).
There are evacuation drills, and often an operations control center on site that coordinates during
incidents and is equipped with backup comms, emergency contacts (like how to reach utility, fuel
supplier, fire dept, customers).

Typically, at least two staff are on site at all times for safety (and to respond quickly). AEDs (defibrillators) are
in place given the heart risks with high voltage incidents. And contractors coming on-site are given safety
briefings, required PPE, etc.

Personnel Safety & Work Environment: Data centers run 24/7, often with night shifts. They ensure
things like sufficient lighting (even on backup power, emergency lights stay on), safe access (no trip
hazards, raised floor tiles secured, etc.). Cooling redundancy also is a safety matter – if one CRAC
fails, others keep temperature in check; otherwise, heat could rise quickly to levels that harm
equipment and possibly people. Many sites have a rule that at least two people must be present
when doing potentially hazardous tasks like racking a heavy server (to avoid injury) or working on
live equipment (buddy could call help if needed).

OSHA regulations are followed meticulously (lockout-tagout procedures for electrical work, confined space
procedures if any, etc.). Data center companies strive for zero workplace accidents; it’s often part of their
culture and metrics.

In summary, extensive safety engineering and protocols underpin data center operations to protect both
people  and  the  uptime of  the  facility.  A  single  mishap  (like  a  dropped  tool  causing  a  short,  or  a  fire
suppression mishandled) can not only injure personnel but also cause significant downtime, so safety and
reliability go hand in hand.
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Compliance and Certifications

Data centers often pursue various certifications and attestations to demonstrate that they meet industry
standards and regulatory requirements. Some key ones:

SOC 2 Type II: An audit  framework from AICPA for service organizations.  Data centers undergo
annual SOC 2 audits which evaluate their controls in categories like Security and Availability (among
others).  A SOC 2 Type II  report basically says, over a period (6-12 months),  the DC provider had
effective controls in place – e.g., physical access was controlled and logged, environmental systems
were monitored, incident response processes existed, etc. Many enterprise customers require a SOC
2 report from their colo to satisfy their own auditors (especially in finance or SaaS sectors). It’s not a
pass/fail certification but a detailed report; however, data centers often summarize “We are SOC 2
Type II compliant” in marketing.

ISO/IEC 27001: An international standard for Information Security Management Systems (ISMS). For
a  data  center,  this  certification  indicates  they  have  a  systematic  approach  to  managing  and
protecting information (including customer data,  but  in  a  colo’s  case  it’s  more about  protecting
customers’  equipment and data from a physical  perspective).  It  covers risk  assessment,  security
policies, access control, incident management, etc. Many data centers get ISO 27001 certified as it’s
globally recognized. (Equinix, Digital Realty, and others have many sites certified). It requires annual
external audits to maintain.

PCI  DSS: The  Payment  Card  Industry  Data  Security  Standard  applies  mainly  to  systems  storing
cardholder  data  (so,  the  customers’  servers).  However,  colocation  providers  can  get  a  PCI
attestation for  their  facility  controls  –  demonstrating  that  physical  security  and  environmental
controls  meet  the  requirements  to  host  cardholder  systems.  Typically,  they  don’t  get  a  PCI
“certification” per se (since PCI compliance is the responsibility of the entity processing cards), but
they often undergo a PCI audit to assure customers that using that data center can be part of a PCI-
compliant environment. Some providers offer “PCI-ready” spaces or can sign documents as a PCI
service provider. The main things are strong access control, CCTV retention, visitor logs – which most
quality data centers already do.

HIPAA: For healthcare data (PHI), data centers can sign Business Associate Agreements (BAA) and
assert  compliance  with  HIPAA  physical  safeguard  requirements.  There  isn’t  a  formal  HIPAA
certification  for  data  centers,  but  essentially  providers  say  they  comply  with  HIPAA  rules  (e.g.
controlling access, being able to provide audit logs, having breach notification processes) and thus
can host healthcare systems. Usually, they will undergo audits by customers or third parties to verify
this as needed.

FISMA/FedRAMP: Government  systems  require  compliance  with  Federal  Information  Security
Management Act (FISMA) and if it’s a cloud or service, FedRAMP. Some data centers have FedRAMP
Ready or  FISMA-compliant designations. This involves extra controls like background checks for
personnel, more continuous monitoring, etc. A few colos actually achieved FedRAMP authorization
(though FedRAMP is usually for cloud services, not facilities, but facilities can be part of a broader
FedRAMP solution).
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Uptime  Institute  Certifications: Aside  from  Tier  (design  and  constructed  facility  certification),
Uptime also offers  an  Operational  Sustainability certification (gold/silver/bronze)  assessing the
ongoing management, maintenance, training, etc., beyond design redundancy. Some data centers
pursue these to show they not only were built to a tier but also run to that standard. It’s an added
credential to assure quality of operations.

ANSI/TIA-942 Certification: This is an alternative to Uptime Tier – often implemented by third-party
auditors (like EPI) to certify a facility as Rated-3 or 4 compliant to the TIA-942 standard. It covers
similar redundancy criteria plus telecom (hardened pathways for fiber, etc.) and some safety. Some
prefer this if they want an official stamp but not going through Uptime Institute.

Environmental/Energy  Certifications: Data  centers  increasingly  go  for  ISO  50001 (energy
management  systems)  or  ISO  14001 (environmental  management)  to  show  commitment  to
efficiency and sustainability.  If  they implement continual improvement processes for energy use,
they might get ISO 50001 certified, meaning they’re systematically monitoring and optimizing PUE,
etc.  ISO  14001  shows  they  manage  environmental  impact  (e.g.  handling  of  coolant  chemicals,
recycling programs, etc.). 

Green Building Ratings: Some data centers pursue  LEED certification (Leadership in Energy and
Environmental Design). LEED Silver/Gold could be achieved by using efficient systems, sustainable
construction  materials,  water  recycling,  etc.  A  few  have  BREEAM  (in  Europe).  While  not  directly
related  to  uptime,  these  demonstrate  environmental  responsibility  which  some  customers  and
municipalities appreciate.

Industry-specific compliance: If a data center supports power grid control centers or similar, they
might  need  to  comply  with  NERC  CIP standards  (utility  industry  cybersecurity/physical  security
standards). Most commercial colos aren’t directly in scope for NERC, but if they host a control center,
they might implement those controls (like extra physical security, background checks, etc.). Some
data centers in critical sectors might have to adhere to things like ITAR (if housing export-controlled
defense data – requiring U.S. citizens only access to certain areas) or other regulations.

Client-driven audits: Many enterprise customers will do their own on-site inspections or require the
data  center  to  fill  detailed  security  questionnaires.  Data  center  providers  maintain  compliance
documents to answer these efficiently, covering everything from fire suppression tests frequency to
HR policies.

All  these certifications and compliance steps serve to  build trust that the data center is  operated in a
professional,  secure,  and consistent  manner.  They can be differentiators in the market.  For example,  a
financial institution might choose one provider over another because they have all the needed certifications
proving strong controls (thus reducing the institution’s vendor risk burden).

In contract terms, providers typically commit to maintaining these certifications and allow customer audits
(within reason). Major operators often publish their SOC 2 exec summaries, ISO certs, etc., under NDA to
prospective customers.

Emerging  regulation: Governments  are  eyeing  data  center  performance  –  e.g.  some  places  have  or
consider  mandates  on  energy  efficiency  (PUE  targets  or  waste  heat  reuse  requirements),  as  well  as
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restrictions on diesel generator emissions. Compliance in the future might involve reporting energy and
water use, carbon footprint (some cities require large data centers to participate in energy benchmarking).
The industry is proactively self-regulating through standards to preempt heavy-handed regulation.

In essence, compliance and certifications give both the data center operator and its customers assurance
that industry best practices are met or exceeded. They back up the promises of reliability and security with
audited proof. While achieving and maintaining them requires effort (documentation, processes, audits), it
has become a standard part of running a data center business serving demanding clients.

Having looked at all  these aspects – from design and engineering to daily operations, from power and
cooling to network and safety – it’s  clear that modern data centers are highly complex but well-honed
systems. The industry in 2025 faces challenges like unprecedented growth in demand (e.g. AI computing),
pressure to improve sustainability,  and the need to push the envelope of efficiency and reliability even
further. Yet, through innovation in technology (liquid cooling, new architectures) and disciplined operations
(standards, training), data centers continue to evolve to meet our digital world’s needs without skipping a
beat.

Reading List (Key Resources and References):

Uptime Institute (2024) – Global Data Center Survey 2024 Report. Comprehensive industry survey on
data  center  outage  trends,  efficiency  (average  PUE  ~1.55),  capacity  growth,  and  sustainability
metrics. (Provides data on rack densities, PUE plateau, and operational challenges.)

Uptime Institute – Tier Standard Overview (White Paper). Explains the Tier I–IV classification criteria,
redundancy  requirements,  and  expected  availabilities  for  each  tier  (Tier  III  ~99.982%,  Tier  IV
~99.995%). Useful for understanding facility design objectives for reliability.

U.S. Chamber of Commerce (2017) – “Data Centers: Jobs and Opportunities.” Report on the economic
impact and definitions of data centers (enterprise vs. colo), including a plain-language introduction
to what data centers are and their role across industries.

PhoenixNAP (2021) – “Data Center Tiers Explained.” Readable overview of Uptime Tier levels with a
comparison of redundancies and allowable downtime per year at each tier. Includes a handy table
mapping tiers to component redundancies and maintenance expectations.

Equinix (2024) – Blog: “What Is Water Usage Effectiveness (WUE) in Data Centers?.” Discusses the water-
energy trade-off in cooling, explaining WUE metric in context (e.g. evaporative cooling saves energy
but uses water) and noting efforts to optimize both PUE and WUE for sustainability.

DataCenterDynamics (2025) – “CBRE: Vacancy rates in top data center markets hit record low.” News
piece highlighting the surge in demand in major markets (e.g. Ashburn at ~2,930 MW capacity), and
growth in markets like Atlanta and Phoenix overtaking older hubs. (Illustrates market trends and
capacity figures as of 2024.)
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EESI (Environmental and Energy Study Institute) (2025) – “Data Centers and Water Consumption.”
Fact sheet on data centers’ water use, citing statistics like U.S. data centers collectively using ~449
million gallons per day (2021) and a single large facility up to 5 million gallons/day. Connects rising
AI demand to increased water and energy needs, underscoring sustainability challenges.

CoreSite (2022) – “Is the time right for lithium-ion batteries in data centers?” Article comparing Li-ion vs
VRLA batteries  for  UPS.  Notes  Li-ion’s  ~15-year  life  vs  5-year  VRLA,  smaller  footprint  and faster
recharge, and projects ~35% of UPS batteries in data centers could be Li-ion by 2025.

Flexential  (2024) –  Blog:  “Essential  considerations  for  effective  data  center  site  selection.”  Detailed
discussion of site selection factors: power grid capacity, proximity to fiber networks and IX points,
climate  impacts,  natural  disaster  risk,  local  incentives  and  permitting  processes.  Good  for
understanding how location decisions are made.

Digital Realty (2025) – Cross Connect Product Brief. Describes what cross-connects are and their role
in  interconnection.  Emphasizes  benefits  like  secure,  low-latency  links  between  customers  and
carriers in meet-me rooms, and how cross-connects enable hybrid IT (e.g. linking to clouds).

Dgtl Infra (2024) – “Top 250 Data Center Companies.” Industry ranking/list that provides context on
leading operators by footprint. E.g., Equinix with 250+ data centers (30M sq ft), Digital Realty 312
data  centers  globally,  etc..  (Useful  for  grasping  the  scale  of  major  players  and  industry
consolidation.)

U.S. DOE / Lawrence Berkeley National Lab (Dec 2024) – “2024 Report on U.S. Data Center Energy
Use.”  Government-backed report  projecting data center  energy growth:  notes data centers  were
~4.4% of U.S. electricity in 2023, could reach 6.7–12% by 2028 with AI growth. Indicates total data
center load climbed from 58 TWh (2014) to 176 TWh (2023), potentially 2-3× again by 2028. (Provides
big-picture energy context.)

Good Jobs  First  (2023) –  “Virginia  Data  Center  Subsidy  Costs  Balloon  by  1051%.”  Analysis  of  how
Virginia’s  tax  exemptions for  data  centers  grew from $65M in  2010s to  ~$750M in  2023.  Offers
perspective on incentive-driven growth and debates on public cost vs. benefit (relevant to Markets &
Drivers discussion, especially Ashburn).

ASHRAE TC 9.9 (2024) – Technical Bulletin: Liquid Cooling Resiliency for High Density IT. (Summarized in
DCD article “ASHRAE publishes liquid cooling guidelines…”) Identifies new risks with extreme chip
power  in  AI  systems  and  recommends  design/operational  measures:  using  coolant  distribution
units, increasing thermal inertia, filtering coolant, and load migration strategies to avoid overheating
on failure. Reflects latest best practices as liquid cooling deployments rise.

IEA (International Energy Agency) (2024) – Electricity Market Report 2024 (Executive Summary). Notes
data centers (plus AI and crypto) could double their electricity use by 2026, after consuming ~460
TWh in 2022 (which was ~1.8% of global electricity) possibly exceeding 1000 TWh by 2026. Puts data
center growth in global energy demand context and underscores efficiency importance to moderate
this surge.
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